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FCC STATEMENT

FCS

This equipment has been tested and found to comply with the limits for a Class A digital device,
pursuant to part 15 of the FCC Rules. These limits are designed to provide reasonable protection
against harmful interference when the equipment is operated in a commercial environment. This
equipment generates, uses, and can radiate radio frequency energy and, if not installed and used
in accordance with the instruction manual, may cause harmful interference to radio
communications. Operation of this equipment in a residential area is likely to cause harmful
interference in which case the user will be required to correct the interference at his own expense.

This device complies with part 15 of the FCC Rules. Operation is subject to the following two
conditions:

1) This device may not cause harmful interference.
2) This device must accept any interference received, including interference that may cause

undesired operation.

Any changes or modifications not expressly approved by the party responsible for compliance
could void the user’s authority to operate the equipment.

CE Mark Warning

C€

This is a class A product. In a domestic environment, this product may cause radio interference, in
which case the user may be required to take adequate measures.

©

MpoaykT ceptucpikoBaHo 3rigHo ¢ npasunamu cuctemmn YKpCEMPO Ha BignosigHiCTb BUMOram
HOPMaTMBHMX OOKYMEHTIB Ta BUMOram, WO nepeabayeHi YMHHMMK 3aKOHOAABYMMMK aKTamu
YKpaiHn.
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Safety Information

® \When product has power button, the power button is one of the way to shut off the product;
When there is no power button, the only way to completely shut off power is to disconnect the
product or the power adapter from the power source.

® Don’t disassemble the product, or make repairs yourself. You run the risk of electric shock
and voiding the limited warranty. If you need service, please contact us.

® Avoid water and wet locations.

This product can be used in the following countries:
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Package Contents

The following items should be found in your box:
» One Gigabit Smart Switch

One power cord

Two mounting brackets and other fittings
Installation Guide

Resource CD for TL-SG2216/TL-SG2424/TL-SG2424P/TL-SG2452, including:

YV V V V

e This User Guide
e CLI Reference Guide
e SNMP Mibs

e  Other Helpful Information

Note:

Make sure that the package contains the above items. If any of the listed items are damaged or
missing, please contact your distributor.



Chapter 1 About this Guide

This User Guide contains information for setup and management of TL-SG2216/TL-SG2424/
TL-SG2424P/TL-SG2452 Gigabit Smart Switch. Please read this guide carefully before operation.

1.1 Intended Readers

This Guide is intended for network managers familiar with IT concepts and network terminologies.
1.2 Conventions
In this Guide the following conventions are used:

> The switch or TL-SG2216/TL-SG2424/TL-SG2424P/TL-SG2452 mentioned in this Guide
stands for TL-SG2216/TL-SG2424/TL-SG2424P/TL-SG2452 Gigabit Smart Switch without

any explanation.

Tips:

The TL-SG2216/TL-SG2424/TL-SG2424P/TL-SG2452 switchs are sharing this User Guide. They
just differ in the number of LED indicators and ports. For simplicity, we will take TL-SG2424 for
example throughout this Guide. However, differences with significance will be presented with
figures or notes as to attract your attention.

» Menu Name—Submenu Name—Tab page indicates the menu structure. System—System
Info—»System Summary means the System Summary page under the System Info menu

option that is located under the System menu.

> Bold font indicates a button, a toolbar icon, menu or menu item.

Symbols in this Guide:

Symbol Description

Note: Ignoring this type of note might result in a malfunction or damage to the device.

This format indicates important information that helps you make better use of
Tips: your device.

1.3 Overview of This Guide

Chapter Introduction

Chapter 1 About This Guide Introduces the guide structure and conventions.

Chapter 2 Introduction Introduces the features, application and appearance of
TL-SG2216/TL-SG2424/TL-SG2424P/TL-SG2452 switch.




Chapter

Introduction

Chapter 3 Login to the Switch

Introduces how to log on to the Web management page.

Chapter 4 System

This module is used to configure system properties of the

switch. Here mainly introduces:

e System Info: Configure the description, system time and
network parameters of the switch.

e User Management: Configure the user name and password
for users to log on to the Web management page with a
certain access level.

e System Tools: Manage the configuration file of the switch.

e Access Security: Provide different security measures for the
login to enhance the configuration management security.

Chapter 5 Switching

This module is used to configure basic functions of the switch.
Here mainly introduces:

e Port: Configure the basic features for the port.

e LAG: Configure Link Aggregation Group. LAG is to combine a
number of ports together to make a single high-bandwidth
data path.

e Traffic Monitor: Monitor the traffic of each port.
e MAC Address: Configure the address table of the switch.

e DHCP Filtering: Monitor the process of the host obtaining the
IP address from DHCP server.

Chapter 6 VLAN

This module is used to configure VLANSs to control broadcast in
LANSs. Here mainly introduces:

e 802.1Q VLAN: Configure port-based VLAN.

Chapter 7 Spanning Tree

This module is used to configure spanning tree function of the
switch. Here mainly introduces:

e STP Config: Configure and view the global settings of
spanning tree function.

e Port Config: Configure CIST parameters of ports.
e MSTP Instance: Configure MSTP instances.

e STP Security: Configure protection function to prevent
devices from any malicious attack against STP features.

Chapter 8 Multicast

This module is used to configure multicast function of the switch.
Here mainly introduces:

e IGMP Snooping: Configure global parameters of IGMP
Snooping function, port properties, VLAN and multicast
VLAN.

e MLD Snooping: Configure global parameters of MLD
Snooping function, port properties, VLAN and multicast
VLAN.

e Multicast Table: View the information of IPv4 and IPv6
multicast groups already on the switch.




Chapter

Introduction

Chapter 9 QoS

This module is used to configure QoS function to provide
different quality of service for various network applications and
requirements. Here mainly introduces:

e DiffServ: Configure priorities, port priority, 802.1P priority and
DSCP priority.

e Bandwidth Control: Configure rate limit feature to control the
traffic rate on each port; configure storm control feature to
filter broadcast, multicast and UL frame in the network.

e Voice VLAN: Configure voice VLAN to transmit voice data
stream within the specified VLAN so as to ensure the
transmission priority of voice data stream and voice quality.

Chapter 10 ACL

This module is used to configure match rules and process
policies of packets to filter packets in order to control the access
of the illegal users to the network. Here mainly introduces:

e ACL Config: ACL rules.
e Policy Config: Configure operation policies.

e Policy Binding: Bind the policy to a port/VLAN to take its
effect on a specific port/VLAN.

Chapter 11 PoE

This module is used to configure the PoE function for the switch
to supply power for PD devices. Here mainly introduces:

e PoE Config: Configure PoE function globally.

e PoE Time-Range: Configure the effective time for PoE port to
supply power..

Chapter 12 SNMP

This module is used to configure SNMP function to provide a

management frame to monitor and maintain the network

devices. Here mainly introduces:

e SNMP Config: Configure global settings of SNMP function.

e Notification: Configure notification function for the
management station to monitor and process the events.

e RMON: Configure RMON function to monitor network more
efficiently.

Chapter 13 LLDP

This module is used to configure LLDP function to provide
information for SNMP applications to simplify troubleshooting.
Here mainly introduces:

e Basic Config: Configure the LLDP parameters of the device.

e Device Info: View the LLDP information of the local device
and its neighbors

e Device Statistics: View the LLDP statistics of the local device
e LLDP-MED: Configure LLDP-MED parameters of the device.




Chapter Introduction

Chapter 14 Maintenance This module is used to assemble the commonly used system
tools to manage the switch. Here mainly introduces:

e System Monitor: Monitor the memory and CPU of the switch.
e Log: View configuration parameters on the switch.

e Device Diagnostics: Test the connection status of the cable
connected to the switch, test if the port of the switch and the
connected device are available.

e Network Diagnostics: Test if the destination is reachable and
the account of router hops from the switch to the destination.

Appendix A Specifications Lists the hardware specifications of the switch.

Appendix B Configure the PCs | Introduces how to configure the PCs.

Appendix C Glossary Lists the glossary used in this manual.

Return to CONTENTS




Chapter 2 Introduction
Thanks for choosing the TL-SG2216/TL-SG2424/TL-SG2424P/TL-SG2452 Gigabit Smart Switch!

2.1 Overview of the Switch

Designed for workgroups and departments, TL-SG2216/TL-SG2424/TL-SG2424P/TL-SG2452
from TP-LINK provides wire-speed performance and full set of layer 2 management features. It
provides a variety of service features and multiple powerful functions with high security.

The ElA-standardized framework and smart configuration capacity can provide flexible solutions
for a variable scale of networks. QoS and IGMP/MLD snooping/filtering optimize voice and video
application. Link aggregation (LACP) increase aggregated bandwidth, optimizing the transport of
business critical data. SNMP/SNMPv6, RMON, Web/Telnet/SSH Log-in bring abundant
management policies. TL-SG2216/TL-SG2424/TL-SG2424P/TL-SG2452 switch integrates
multiple functions with excellent performance, and is friendly to manage, which can fully meet the
need of the users demanding higher networking performance.

2.2 Main Features

¢ Resiliency and Availability

+ IEEE 802.1s Multiple Spanning Tree provides high link availability in multiple VLAN
environments.

+ IGMP snooping and MLD snooping automatically prevents flooding of IP multicast traffic.
+ Root Guard protects root bridge from malicious attack or configuration mistakes
e Layer 2 Switching
+ Supports up to 512 VLANSs simultaneously (out of 4K VLAN IDs).
e Quality of Service
+ Supports L2/L3 granular CoS with 4 priority queues per port.
+ Rate limiting confines the traffic flow accurately according to the preset value.
e Manageability
+ Supports Telnet, SNMP v1/v2c/v3, RMON and web access.
+ Port Mirroring enables monitoring selected ingress/egress traffic.
+ Simple Network and Management Protocol (SNMP) can be configured over IPv6 transport.

+ IPv6 supports stateless autoconfiguration to manage link, subnet, and site addressing
changes.

+ DHCPv6 enables switch to receive configuration parameters, such as IPv6 network
addresses from DHCPVG6 servers.



2.3 Appearance Description

2.3.1 Front Panel
The front panel of TL-SG2216 is shown as Figure 2-1.

TP-LINK®

TL-SG2216
16-Port Gigabit Smart Switch

Figure 2-1 Front Panel of TL-SG2216
The front panel of TL-SG2424 is shown as Figure 2-2.

TP-LINK®

o

TL-SG2424
24-Port Gigabit Smart Switch

Figure 2-2 Front Panel of TL-SG2424
The front panel of TL-SG2424P is shown as Figure 2-3.

TP-LINK

TL-SG2424P.

Smart PoE Switch (N

Figure 2-3 Front Panel of TL-SG2424P
The front panel of TL-SG2452 is shown as Figure 2-4.

Figure 2-4 Front Panel of TL-SG2452

The following parts are located on the front panel of TL-SG2216/TL-SG2424/TL-SG2424P/

TL-SG2452:

» Reset: Press this button for five seconds or above to reset the software setting back to factory
default setting.

> 10/100/1000Mbps Ports: Designed to connect to the device with a bandwidth of 10Mbps,
100Mbps or 1000Mbps. Each has a corresponding 1000Mbps LED and link/Act LED.

» SFP Ports: Designed to install the SFP module. TL-SG2216/TL-SG2424/TL-SG2424P switch
features some SFP transceiver slots that are shared with the associated RJ45 ports. The
associated two ports are referred to as “combo” ports, which means they cannot be used

simultaneously, otherwise only SFP ports work. TL-SG2452 features 4 individual SFP ports.



Note:

The SFP port can only be used with a gigabit module.

> LEDs

For TL-SG2216/TL-SG2424:

Name Status Indication
On Power is on.
Power Flashing | Power supply is abnormal.
Off Power is off or power supply is abnormal.
On The switch is working abnormally.
System Flashing | The switch is working normally.
Off The switch is working abnormally.
On A 1000Mbps device is connected to the corresponding port.
1000Mbps off A 10/100Mbps device or no device is connected to the
corresponding port.
On A device is connected to the corresponding port but no activity.
Link/Act Flashing | Data is being transmitted or received.
Off No device is connected to the corresponding port.

For TL-SG2424P:

TL-SG2424P has a LED mode switch button which is for switching the LED status indication.
When the Speed LED is on, the port LED is indicating the data transmission rate. When the PoE

LED is on, the port LED is indicating the power supply status. By default the Speed LED is on.
Pressing the mode switch button, the Speed LED will turn off and the PoE LED will light up. Then
the PoE LED will turn off after being on for 60 seconds and the Speed LED will light up again.

When the Speed LED is on, the port LED is indicating the data transmission rate.

Name Status Indication

On The switch is powered on.

Power Off The switch is powered off or power supply is abnormal.
Flashing Power supply is abnormal.
Flashing The switch works properly.

System
On/Off The switch works improperly.

on A 1000Mbps device is connected to the corresponding

Green port, but no activity.

Flashing | Data is being transmitted or received.
10/100/1000Mbps on A 10/100Mbps device is connected to the
Yellow corresponding port, but no activity.

Flashing | Data is being transmitted or received.
Off No device is connected to the corresponding port.




When the PoE LED is on, the port LED is indicating the power supply status.

Name Status Indication
On The switch is powered on.
Power Off The switch is powered off or power supply is abnormal.
Flashing Power supply is abnormal.
Flashing The switch works properly.
System
On/Off The switch works improperly.
On The remaining PoE powers7W.
POE Max Flashing The remaining PoE power keeps <7W after this LED is
on for 2 minutes.
Off The remaining PoE power=7W.
On The port is supplying power normally.
Green Flashin The supply power exceeds the corresponding port’'s
9 | maximum power.
10/100/1000Mbps On Overload or short circuit is detected.
Yellow
Flashing | Power-on self-test has failed.
Off No PoE power supply is provided on the port.
For TL-SG2452:
Name Status Indication
On Power is on.
PWR Flashing Power supply is abnormal.
Off Power is off or power supply is abnormal.
On The switch is working abnormally.
SYS Flashing The switch is working normally.
Off The switch is working abnormally.
on A 1000Mbps device is connected to the corresponding
Green port but no activity.
Flashing | Data is being transmitted or received.
10/100/1000Mbps on A 10/100Mbps device is connected to the corresponding
Yellow port but no activity.
Flashing | Data is being transmitted or received.
Off No device is connected to the corresponding port.




2.3.2 Rear Panel

The rear panel of TL-SG2216/TL-SG2424/TL-SG2424P/TL-SG2452 features a power socket and
a Grounding Terminal (marked with®), here we take TL-SG2216 for example.

1©f
) Q ] 0
000000000000 000000000C00A00000000000C00000 @ ® a i )
0000000000000 000000000000000000000000000
@

100-240V~ 50/60Hz 0.6A

Figure 2-5 Rear Panel

» Grounding Terminal: The switch already comes with Lightning Protection Mechanism. You
can also ground the switch through the PE (Protecting Earth) cable of AC cord or with Ground
Cable.

» AC Power Socket: Connect the female connector of the power cord here, and the male
connector to the AC power outlet. Please make sure the voltage of the power supply meets the
requirement of the input voltage (100-240V~ 50/60Hz 0.6A for TL-SG2216/TL-SG2424,
100-240V~ 50/60Hz 3.5A for TL-SG2424P and100-240V~ 50/60Hz 1.0A for TL-SG2452).

Return to CONTENTS
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Chapter 3 Login to the Switch
3.1 Login

1) To access the configuration utility, open a web-browser and type in the default address
http://192.168.0.1 in the address field of the browser, then press the Enter key.

|| eldvess [ @] netp: //192. 168.0.1 [

Figure 3-1 Web-browser

Tips:

To log in to the switch, the IP address of your PC should be set in the same subnet addresses of
the switch. The IP address is 192.168.0.x ("X" is any number from 2 to 254), Subnet Mask is
255.255.255.0. For the detailed instructions as to how to do this, please refer to Appendix B.

2) After a moment, a login window will appear, as shown in Figure 3-2. Enter admin for the User

Name and Password, both in lower case letters. Then click the Login button or press the Enter
key.

TP-LINK

UserMame:  |admin [

Password:  |sesse |

[ Login ] [ Clear ]

Figure 3-2 Login
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3.2 Configuration

After a successful login, the main page will appear as Figure 3-6, and you can configure the
function by clicking the setup menu on the left side of the screen.

TP-LINK

TL-SG2424 Systermn Summary e ) iptian System Time
D 4 & g 10 12 14 16 15 20 22T 24T 22F 24AF
» System Info W imrnz m TMI m IIHITI'I.' EHHTIE T"TE EHHTI‘I' Trrn:
- User Management 1 3 5 T ] 11 13 15 17 19" EFIT Z3T 21F 23F
+ System Tools
= Access Security Systerm Info
Switching System Description: 24-Port Gigabit Sman Switch with 4 Combo SFP Slots
WLAN Device Mame: TL-5G2424
Spanning Tree Cevice Location: SHEMZHEM
Multicast Systermn Contact: whnwy tp-link.com
QoS Hardware Version: TL-5G24241.0
ACL Firmware Yersion: 1.0.3 Build 20140605 Rel 58354({s)
SHMP IP Address: 192.168.0.1
Maintenance Subnet Mask: 255.255.255.0
Default Gateway:
MAC Address: 00-0A-EB-11-11-A2
Logout Systermn Time: 2006-01-01 08:02:41
Run Time: 0 day- 0 hour- 2 min- 51 sec

Copyriaht @ 2014
TP-LIMK Technologies Co.,
Ltd. All rights reserved.

Figure 3-3 Main Setup-Menu

A Note:

Clicking Apply can only make the new configurations effective before the switch is rebooted. If
you want to keep the configurations effective even the switch is rebooted, please click Save
Config. You are suggested to click Save Config before cutting off the power or rebooting the
switch to avoid losing the new configurations.

Return to CONTENTS
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The System module is mainly for system configuration of the switch, including four submenus:

Chapter 4 System

System Info, User Management, System Tools and Access Security.

4.1 System Info

The System Info, mainly for basic properties configuration, can be implemented on System
Summary, Device Description, System Time, Daylight Saving Time, System IP and System

IPv6 pages.

4.1.1 System Summary

On this page you can view the port connection status and the system information.

The port status diagram shows the working status of 24 10/100/1000Mbps RJ45 ports and 4 SFP

ports of the switch.

Choose the menu System—System Info—System Summary to load the following page.

2 4 BB 10 12 14 18 18 20 22T 24T 2oF  odF
1LLI0LL " IOLECLL " IO 10000 01 1000 0L " L0 " (100 " L0 *f" (LI LI
 TTTTIT i TFTTTIT s T  TTTTIT . ATTTIT o TITTTIT, - T  TTTTIT R TTTTIT o ITTTIT, A AT
1 i S A - Bl 1 = N A - T = S{F ZAF

System Info

System Description:

Device Mame:
Device Location:
Systermn Contact:

Hardware Version:
Firrmaeare Version:

IF Address:
Subnet Mask:
Default Gatewsay:
MAC Address:
Systern Time:
Fun Time:

24-Port Gigahit Smart Switch with 4 Combo SFP Slots
TL-5G2424

SHEMIHEM

wewewy tp-link.com

TL-5G24241.0

1.0.3 Build 20140605 Rel.58354(s)

192.168.0.1

255.255.255.0

00-0A-EB-11-11-A2
2008-01-01 08:02:41
0 day-0hour-2min- a1 sec

[Refresh] [ Help ]

Figure 4-1 System Summary

Indicates the 1000Mbps port is not connected to a device.

Indicates the 1000Mbps port is at the speed of 1000Mbps.

Indicates the 1000Mbps port is at the speed of 10Mbps or 100Mbps.

Indicates the SFP port is not connected to a device.
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(= Indicates the SFP port is at the speed of 1000Mbps.

When the cursor moves on the port, the detailed information of the port will be displayed.

Paort: 15

Type: 1000M RJ145
Speed: 1000M, FullDuplex
Status: Connected, Enable

Figure 4-2 Port Information

> Port Info

Port: Displays the port number of the switch.

Type: Displays the type of the port.

Rate: Displays the maximum transmission rate of the port.
Status: Displays the connection status of the port.

Click a port to display the bandwidth utilization on this port. The actual rate divided by theoretical
maximum rate is the bandwidth utilization. The following figure displays the bandwidth utilization
monitored every four seconds. Monitoring the bandwidth utilization on each port facilitates you to
monitor the network traffic and analyze the network abnormities.

Bandwidth LUitilization -i
Fun Time: 184sec Current Port: 14 Current Utilization: 0.00%

1.0%
0.9%
0.8%
0.7%
0.6%
0.5%
0.4%
0.3%
0.2%
01%
1]

Graphic E}{ample:l F{}{IT}{ @ Ry O TH

Figure 4-3 Bandwidth Utilization
> Bandwidth Utilization

Rx: Select Rx to display the bandwidth utilization of receiving packets
on this port.

Tx: Select Tx to display the bandwidth utilization of sending packets
on this port.
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4.1.2 Device Description

On this page you can configure the description of the switch, including device name, device location
and system contact.

Choose the menu System—System Info—Device Description to load the following page.

Device Description

Device Mame: TL-S5G2424
Device Location: SHEMNZHEN Apply
System Contact: www tp-link.com

Note:

The Device Name, Location and Contact should be not more than 32 characters.
Figure 4-4 Device Description
The following entries are displayed on this screen:

> Device Description

Device Name: Enter the name of the switch.
Device Location: Enter the location of the switch.
System Contact: Enter your contact information.

4.1.3 System Time

System Time is the time displayed while the switch is running. On this page you can configure the
system time and the settings here will be used for other time-based functions.

You can manually set the system time or synchronize with PC’s clock as the system time.
Choose the menu System—System Info—System Time to load the following page.

Time Info

Current System Date: 2006-01-01 09:38:34 Sunday

Current Time Source: Manual

Time Config
O Manual
Date:
Time:
® et Time from MTP Server
Time Zone: (UTC+08:00) Beijing, Chongging, Hong Kong, Urumagi, Singapore  w
Primary Sever: 133.100.9.2 --F“‘v'fresh

Secondary Sever: 138.78.100.163
Update Rate: 12 hour(s)
O synchronize with PC's Clock

Figure 4-5 System Time
The following entries are displayed on this screen:

» Time Info
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Current System Date:

Current Time Source:
» Time Config

Manual:

Get Time from NTP
Server:

Synchronize  with
PC’S Clock:

Note:

Displays the current date and time of the switch.

Displays the current time source of the switch.

When this option is selected, you can set the date and time
manually.

When this option is selected, you can configure the time zone
and the IP Address for the NTP Server. The switch will get UTC
automatically if it has connected to an NTP Server.

e Time Zone: Select your local time.

e Primary/Secondary Server: Enter the IP Address for the
NTP Server.

e Update Rate: Specify the rate fetching time from NTP server.

When this option is selected, the administrator PC’s clock is
utilized.

1. The system time will be restored to the default when the switch is restarted and you need to
reconfigure the system time of the switch.

2. When Get Time from NTP Server is selected and no time server is configured, the switch will
get time from the time server of the Internet if it has connected to the Internet.

4.1.4 Daylight Saving Time

Here you can configure the Daylight Saving Time of the switch.

Choose the menu System—System Info—Daylight Saving Time to load the following page.

DST Config

DaT Status: Enahle

O Predefined Mode
USA

0 Recurring Mode
Offset:
Start Time:
End Time:

& Date Mode
Offset:
Start Time:
End Time:

Australia Europe Mew Zealand
(minutes)
Week Day Maonth
Week Day Maonth
60 {minutes)

Apr. w01 * | (00:00 (MI/DD HH: MM}
Oct. w01 * | (00:00 (MR/DD HH: MM}

[ Apply ] [ Help ]

Figure 4-6 Daylight Saving Time
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The following entries are displayed on this screen:

>

2.

DST Config

DST Status:
Predefined Mode:

Recurring Mode:

Date Mode:

Note:

Enable or disable the DST.

Select a predefined DST configuration.
e USA: Second Sunday in March, 02:00 ~ First Sunday in
November, 02:00.

e Australia: First Sunday in October, 02:00 ~ First Sunday in
April, 03:00.

e Europe: Last Sunday in March, 01:00 ~ Last Sunday in
October, 01:00.

e New Zealand: Last Sunday in September, 02:00 ~ First
Sunday in April, 03:00.

Specify the DST configuration in recurring mode. This

configuration is recurring in use.

e Offset: Specify the time adding in minutes when Daylight
Saving Time comes.

e Start/End Time: Select starting time and ending time of
Daylight Saving Time.

Specify the DST configuration in Date mode. This configuration is

recurring in use.

e Offset: Specify the time adding in minutes when Daylight
Saving Time comes.

e Start/End Time: Select starting time and ending time of
Daylight Saving Time.

When the DST is disabled, the predefined mode, recurring mode and date mode cannot be

configured.

When the DST is enabled, the default daylight saving time is of European in predefined mode.

4.1.5 System IP

Each device in the network possesses a unique IP Address. You can log on to the Web
management page to operate the switch using this IP Address. The switch supports three modes
to obtain an IP address: Static IP, DHCP and BOOTP. The IP address obtained using a new mode
will replace the original IP address. On this page you can configure the system IP of the switch.
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Choose the menu System—System Info—System IP to load the following page.

IP Config
MAC Address:
IP Address Mode:
Management WLAN:
IP Address:
Subnet Mask
Default Gateway:

BC-62-60-F5-AC-BB

® static IP O DHCP O BOOTP
1 (WLAN 1D 1-4084)
192.168.0.1

255.265.2550

Note:

Chanaing IP address to a different IP seament will interrupt the netwark communication, so please keep
the new IF address in the same IF segment with the local network.

Figure 4-7 System IP

The following entries are displayed on this screen:

>

2.

IP Config
MAC Address:

IP Address Mode:

Management VLAN:

IP Address:

Subnet Mask:

Default Gateway:

Note:

Displays MAC Address of the switch.

Select the mode to obtain IP Address for the switch.

e Static IP: When this option is selected, you should enter IP
Address, Subnet Mask and Default Gateway manually.

e DHCP: When this option is selected, the switch will obtain
network parameters from the DHCP Server.

e BOOTP: When this option is selected, the switch will obtain
network parameters from the BOOTP Server.

Enter the ID of management VLAN, the only VLAN through which
you can get access to the switch. By default VLAN1 owning all the
ports is the Management VLAN and you can access the switch via
any port on the switch. However, if another VLAN is created and
set to be the Management VLAN, you may have to reconnect the
management station to a port that is a member of the
Management VLAN.

Enter the system IP of the switch. The default system IP is
192.168.0.1 and you can change it appropriate to your needs.

Enter the subnet mask of the switch.

Enter the default gateway of the switch.

Changing the IP address to a different IP segment will interrupt the network communication, so
please keep the new IP address in the same IP segment with the local network.

The switch only possesses one IP address. The IP address configured will replace the original

IP address.

If the switch gets the IP address from DHCP server, you can see the configuration of the
switch in the DHCP server; if DHCP option is selected but no DHCP server exists in the
network, a few minutes later, the switch will restore the setting to the default.
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5.

If DHCP or BOOTP option is selected, the switch will get network parameters dynamically from
the Internet, which means that IP address, subnet mask and default gateway cannot be
configured.

By default, the IP address is 192.168.0.1.

4.1.6 System IPv6

IPv6 (Internet Protocol version 6), also called IPng (IP next generation), was developed by the
IETF (Internet Engineering Task Force) as the successor to IPv4 (Internet Protocol version 4).
Compared with IPv4, IPv6 increases the IP address size from 32 bits to 128 bits; this solves the
IPv4 address exhaustion problem.

>

IPv6 features

IPv6 has the following features:

1.

Adequate address space: The source and destination IPv6 addresses are both 128 bits (16
bytes) long. IPv6 can provide 3.4 x 10%® addresses to completely meet the requirements of
hierarchical address division as well as allocation of public and private addresses.

Header format simplification: IPv6 cuts down some IPv4 header fields or move them to IPv6
extension headers to reduce the load of basic IPv6 headers, thus making IPv6 packet handling
simple and improving the forwarding efficiency. Although the IPv6 address size is four times
that of IPv4 addresses, the size of basic IPv6 headers is 40 bytes and is only twice that of IPv4

headers (excluding the Options field).

Flexible extension headers: IPv6 cancels the Options field in IPv4 packets but introduces
multiple extension headers. In this way, IPv6 enhances the flexibility greatly to provide
scalability for IP while improving the handling efficiency. The Options field in IPv4 packets
contains 40 bytes at most, while the size of IPv6 extension headers is restricted by that of IPv6

packets.

Built-in security: IPv6 uses IPSec as its standard extension header to provide end-to-end
security. This feature provides a standard for network security solutions and improves the

interoperability between different IPv6 applications.

Automatic address configuration: To simplify the host configuration, IPv6 supports stateful
and stateless address configuration.

e Stateful address configuration means that a host acquires an IPv6 address and related

information from a server (for example, DHCP server).

e Stateless address configuration means that a host automatically configures an IPv6
address and related information on basis of its own link-layer address and the prefix

information advertised by a router.

In addition, a host can generate a link-local address on basis of its own link-layer address and
the default prefix (FE80::/64) to communicate with other hosts on the link.

Enhanced neighbor discovery mechanism: The IPv6 neighbor discovery protocol is a
group of Internet control message protocol version 6 (ICMPv6) messages that manages the

information exchange between neighbor nodes on the same link. The group of ICMPv6
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messages takes the place of Address Resolution Protocol (ARP) message, Internet Control
Message Protocol version 4 (ICMPv4) router discovery message, and ICMPv4 redirection

message to provide a series of other functions.

Introduction to IPv6 address

IPv6 address format

An IPv6 address is represented as a series of 16-bit hexadecimals, separated by colons (:).
An IPv6 address is divided into eight groups, and the 16 bits of each group are represented by
four hexadecimal numbers which are separated by colons, for example,
2001:0d02:0000:0000:0014: 0000:0000:0095. The hexadecimal letters in IPv6 addresses are

not case-sensitive.

To simplify the representation of IPv6 addresses, zeros in IPv6 addresses can be handled as

follows:

e Leading zeros in each group can be removed. For example, the above-mentioned address
can be represented in shorter format as 2001:d02:0:0:14:0:0:95.

e Two colons (::) may be used to compress successive hexadecimal fields of zeros at the
beginning, middle, or end of an IPv6 address. For example, the above-mentioned address
can be represented in the shortest format as 2001:d02::14:0:0:95.

Note:

Two colons (::) can be used only once in an IPv6 address, usually to represent the longest
successive hexadecimal fields of zeros. If two colons are used more than once, the device is
unable to determine how many zeros double-colons represent when converting them to zeros to
restore a 128-bit IPv6 address.

An IPv6 address consists of two parts: address prefix and interface ID. The address prefix and
the interface ID are respectively equivalent to the network ID and the host ID in an IPv4

address.

An IPv6 address prefix is represented in "IPv6 address/prefix length" format, where "IPv6
address" is an IPv6 address in any of the above-mentioned formats and "prefix length" is a
decimal number indicating how many leftmost bits from the preceding IPv6 address are used

as the address prefix.

IPv6 address classification
IPv6 addresses fall into three types: unicast address, multicast address, and anycast address.

e Unicast address: An identifier for a single interface, on a single node. A packet that is sent

to a unicast address is delivered to the interface identified by that address.

e Multicast address: An identifier for a set of interfaces (typically belonging to different nodes),
similar to an IPv4 multicast address. A packet sent to a multicast address is delivered to all
interfaces identified by that address. There are no broadcast addresses in IPv6. Their

function is superseded by multicast addresses.
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3.

e Anycast address: An identifier for a set of interfaces (typically belonging to different nodes).
A packet sent to an anycast address is delivered to one of the interfaces identified by that

address (the nearest one, according to the routing protocols’ measure of distance).

The type of an IPv6 address is designated by the first several bits called format prefix. The

following table lists the mappings between address types and format prefixes.

Type Format Prefix (binary) IPv6 Prefix ID
Unassigned address 00...0 (128 bits) /128
Loopback address 00...1 (128 bits) :1/128
. Link-local address 1111111010 FEB80::/10
Unicast
address | site-local address 1111111011 FECO0::/10
Global umcas.t address 001 2xxX::/14 or 3xxx::/4
(currently assigned)
Reserved type
Other fi t
(to be assigned in future) eriormats
Multicast address 11111111 FFO00::/8
Anycast addresses are taken from unicast
Anycast address address space and are not syntactically
distinguishable from unicast addresses.

Table 4-1 Mappings between address types and format prefixes
IPv6 Unicast Address:

IPv6 unicast address is an identifier for a single interface. It consists of a subnet prefix and an

interface ID.

e Subnet Prefix: This section is allocated by the IANA (The Internet Assigned Numbers
Authority), the ISP (Internet Service Provider) or the organizations.

e Interface ID: An interface ID is used to identify interfaces on a link. The interface ID must be

unique to the link.

There are several ways to form interface IDs. The IPv6 addresses with format prefixes 001
through 111, except for multicast addresses (1111 1111), are all required to have 64-bit
interface IDs in EUI-64 format.

For all IEEE 802 interface types (for example, Ethernet and FDDI interfaces), Interface IDs in
the modified EUI-64 format are constructed in the following way:

The first three octets (24 bits) are taken from the Organizationally Unique Identifier (OUI) of the
48-bit link-layer address (the MAC address) of the interface, the fourth and fifth octets (16 bits)
are a fixed hexadecimal value of FFFE, and the last three octets (24 bits) are taken from the
last three octets of the MAC address. The construction of the interface ID is completed by
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setting the universal/local (U/L) bit--the seventh bit of the first octet--to a value of 0 or 1. A
value of 0 indicates a locally administered identifier; a value of 1 indicates a globally unique
IPv6 interface identifier.

Take MAC address 0012:0B0A:2D51 as an example. Insert FFFE to the middle of the address
to get 0012:0BFF:FEOA:2D51. Then set the U/L bit to 1 to obtain an interface ID in EUI-64
format as 0212:0BFF:FEOQA:2D51.

IPv6 unicast address can be classified into several types, as shown in Table 4-1. The two

most common types are introduced below:

Global unicast address

A Global unicast address is an IPv6 unicast address that is globally unique and is routable on
the global Internet.

Global unicast addresses are defined by a global routing prefix, a subnet ID, and an interface
ID. The IPv6 global unicast address starts with binary value 001 (2000::/3). The global routing
prefix is a value assigned to a site (a cluster of subnets/links) by IANA. The subnet ID is an
identifier of a subnet within the site.

The figure below shows the structure of a global unicast address.

Provider Site Host
3 45 bits | 16bits | 64 bits i
Global Routing Prefix Subnet ID Interface ID

001

Figure 4-8 Global Unicast Address Format

Link-local address

A link-local address is an IPv6 unicast address that can be automatically configured on any
interface using the link-local prefix FE80::/10 (1111 1110 10) and the interface identifier in the
modified EUI-64 format. Link-local addresses are used in the neighbor discovery protocol and
the stateless autoconfiguration process. Nodes on a local link can use link-local addresses to
communicate. The figure below shows the structure of a link-local address.

128 bits

0 Interface ID

1111 1110 10

FE80::/10

10 bits
Figure 4-9 Link-local Address Format

IPv6 devices must not forward packets that have link-local source or destination addresses to
other links.
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Note:

You can configure multiple IPv6 addresses per interface, but only one link-local address.

>

IPv6 Neighbor Discovery

The IPv6 neighbor discovery process uses ICMP messages and solicited-node multicast
addresses to determine the link-layer address of a neighbor on the same network (local link),
verify the reachability of a neighbor, and track neighboring devices.

1.

IPv6 Neighbor Solicitation Message and Neighbor Advertisement Message

A value of 135 in the Type field of the ICMP packet header identifies a neighbor solicitation
(NS) message. Neighbor solicitation messages are sent on the local link when a node wants

to determine the link-layer address of another node on the same local link.

After receiving the neighbor solicitation message, the destination node replies by sending a
neighbor advertisement (NA) message, which has a value of 136 in the Type field of the ICMP
packet header, on the local link. After the source node receives the neighbor advertisement,

the source node and destination node can communicate.

Neighbor advertisement messages are also sent when there is a change in the link-layer

address of a node on a local link.
Address Resolution
The address resolution procedure is as follows:

e Node A multicasts an NS message. The source address of the NS message is the IPv6
address of an interface of node A and the destination address is the solicited-node multicast

address of node B. The NS message contains the link-layer address of node A.

e After receiving the NS message, node B judges whether the destination address of the
packet corresponds to the solicited-node multicast address. If yes, node B can learn the

link-layer address of node A, and unicasts an NA message containing its link-layer address.
e Node A acquires the link-layer address of node B from the NA message.
Neighbor Reachability Detection

After node A acquires the link-layer address of its neighbor node B, node A can verify whether

node B is reachable according to NS and NA messages.
e Node A sends an NS message whose destination address is the IPv6 address of node B.

e If node A receives an NA message from node B, node A considers that node B is reachable.

Otherwise, node B is unreachable.

Duplicate Address Detection

Neighbor solicitation messages are used in the stateless autoconfiguration process to verify
the uniqueness of unicast IPv6 addresses before the addresses are assigned to an interface.
After node A acquires an IPv6 address, it will perform duplicate address detection (DAD) to
determine whether the address is being used by other nodes (similar to the gratuitous ARP
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function of IPv4). DAD is accomplished through NS and NA messages. The DAD procedure is

as follows:

e Node A sends an NS message whose source address is the unassigned address :: and
destination address is the corresponding solicited-node multicast address of the IPv6

address to be detected. The NS message contains the IPv6 address.

e If node B uses this IPv6 address, node B returns an NA message. The NA message

contains the IPv6 address of node B.

e Node A learns that the IPv6 address is being used by node B after receiving the NA
message from node B. Otherwise, node B is not using the IPv6 address and node A can

use it.

IPv6 Router Advertisement Message

Router advertisement (RA) messages, which have a value of 134 in the Type field of the ICMP

packet header, are periodically sent out each configured interface of an IPv6 router.
RA messages typically include the following information:

e One or more onlink IPv6 prefixes that nodes on the local link can use to automatically

configure their IPv6 addresses.
e Lifetime information for each prefix included in the advertisement.

e Sets of flags that indicate the type of autoconfiguration (stateless or stateful) that can be

completed.

e Default router information (whether the device sending the advertisement should be used
as a default router and, if so, the amount of time, in seconds, the device should be used as

a default router).

e Additional information for hosts, such as the hop limit and maximum transmission unit (MTU)

a host should use in packets that it originates.

RAs are also sent in response to device solicitation messages. Device solicitation messages,
which have a value of 133 in the Type field of the ICMP packet header, are sent by hosts at
system startup or anytime needed so that the host can immediately autoconfigure without

needing to wait for the next scheduled RA message.
Hosts discover and select default devices by listening to Router Advertisements (RAs).

Stateless address autoconfiguration means that the node automatically configures an IPv6
address and other information for its interface according to the address prefix and other

configuration parameters in the received RA messages.

IPv6 Neighbor Redirect Message

A value of 137 in the type field of the ICMP packet header identifies an IPv6 neighbor redirect
message. Devices send neighbor redirect messages to inform hosts of better first-hop nodes

on the path to a destination.
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A device will send an IPv6 ICMP redirect message when the following conditions are satisfied:
e The receiving interface is the forwarding interface.

e The selected route itself is not created or modified by an IPv6 ICMP redirect message.

e The selected route is not the default route.

e The forwarded IPv6 packet does not contain any routing header.

You can configure the system’s administrative IPv6 address on this page.

Choose the menu System —System Info —System IPv6 to load the following page.

Global Config

IPvE; ®Enaple O Dizable Apply

Link-local Address Config

Config Mode: O manual @ puto
Link-local Address: (Format: fe80:1) Apply
Status: narmal

Global Address Autoconfin via BA Message

Enahle global address auto configuration via RA message Apply

Global Address Autoconfig via DHCPYE Server

[ Enable global address auto configuration via DHCPYE Server Apply

Add a global address manually

sddress Format: O EUREs O Mot EUKE4

Apply
Global Address: (Format 3001 ::1564)

Global address Takle

Frefered
Select Global Address PrefizLength  Type Lifetimensalid  Status
Lifetime
]
| Delete | | modiy | | Hep |
Figure 4-10 System IPv6
The following entries are displayed on this screen:
» Global Config
IPv6: Enable/Disable IPv6 function globally on the switch.
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Link-local Address Config

Config Mode:

Link-local Address:

Status:

Select the link-local address configuration mode.

e Manual: When this option is selected, you should assign a
link-local address manually.

e Auto: When this option is selected, the switch will generate a
link-local address automatically.

Enter a link-local address.

Displays the status of the link-local address.

e Normal: Indicates that the link-local address is normal.

e Try: Indicates that the link-local address may be newly
configured.

e Repeat: Indicates that the link-local address is duplicate. It is
illegal to access the switch using the IPv6 address(including
link-local and global address).

Global Address Autoconfig via RA Message

Enable global
address auto
configuration via RA
message:

When this option is enabled, the switch automatically configures a
global address and other information according to the address
prefix and other configuration parameters from the received
RA(Router Advertisement) message.

Global Address Autoconfig via DHCPv6 Server

Enable Global
Address Autoconfig
via DHCPv6 Server:

When this option is enabled, the system will try to obtain the
global address from the DHCPv6 Server.

Add a global address manually

Address Format:

Global Address:

Global address Table

Select:

Global Address:

Prefix Length:

You can select the global address format according to your
requirements.

e EUI-64: Indicates that you only need to specify an address
prefix, and then the system will create a global address
automatically.

e Not EUI-64: Indicates that you have to specify an intact global
address.

When selecting the mode of EUI-64, please input the address
prefix here, otherwise, please input an intact IPv6 address here.

Select the desired entry to delete or modify the corresponding
global address.

Modify the global address.

Modify the prefix length of the global address.
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Type: Displays the configuration mode of the global address.

Manual: Indicates that the corresponding address is
configured manually.

Auto: Indicates that the corresponding address is created
automatically using the RA message or obtained from the
DHCPvV6 Server.

Preferred Displays the preferred time and valid time of the global address.
Lifetime/Valid

Lifetime:

Status: Displays the status of the global address.

Tips:

Normal: Indicates that the global address is normal.

Try: Indicates that the global address may be newly
configured.

Repeat: Indicates that the corresponding address is duplicate.
Itis illegal to access the switch using this address.

After adding a global IPv6 address to your switch manually here, you can configure your PC’s
global IPv6 address in the same subnet with the switch and login to the switch via its global IPv6
address. For the detailed instructions, please refer to Appendix B.

4.2 User Management

User Management functions to configure the user name and password for users to log on to the
Web management page with a certain access level so as to protect the settings of the switch from

being randomly changed.

The User Management function can be implemented on User Table and User Config pages.

4.2.1 User Table

On this page you can view the information about the current users of the switch.

Choose the menu System—User Management—User Table to load the following page.

User Table
User D User Mame
1 admin

Access Level

Admin

4.2.2 User Config

Figure 4-11 User Table

On this page you can configure the access level of the user to log on to the Web management
page. The switch provides two access levels: Guest and Admin. The guest only can view the
settings without the right to configure the switch; the admin can configure all the functions of the
switch. The Web management pages contained in this guide are subject to the admin’s login without any

explanation.
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Choose the menu System—User Management—User Config to load the following page.

User Info
User Name:
Access Level:
Password:

Confirm Password:

Guest w

User Table
Select UserlD User Mame Access Level Operation
F 1 admin Admin Edit
[ Delete ] [ Help l
Hote:

The user name should not be more than 16 characters using digits, English letters and underlines only
and passwaord should not be more than 31 characters.

Figure 4-12 User Config

The following entries are displayed on this screen:

>

User Info

User Name:

Access Level:

User Status:
Password:
Confirm Password:

Password Display
Mode:

User Table

Select:

User ID, Name,
Access Level and
status:

Operation:

Create a name for users’ login.

Select the access level to login.

e Admin: Admin can edit, modify and view all the settings of
different functions.

e Guest: Guest only can view the settings without the right to edit
and modify.

Select Enable/Disable the user configuration.
Type a password for users’ login.
Retype the password.

e Simple: Select a simple password display mode.
e Cipher: Select a cipher password display mode.

Select the desired entry to delete the corresponding user
information. It is multi-optional. The current user information can’t
be deleted.

Displays the current user ID, user name, access level and user
status.

Click the Edit button of the desired entry, and you can edit the
corresponding user information. After modifying the settings,
please click the Modify button to make the modification effective.
Access level and user status of the current user information
cannot be modified.
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4.3 System Tools

The System Tools function, allowing you to manage the configuration file of the switch, can be
implemented on Config Restore, Config Backup, Firmware Upgrade, System Reboot and
System Reset pages.

4.3.1 Config Restore

On this page you can upload a backup configuration file to restore your switch to this previous
configuration.

Choose the menu System—System Tools—Config Restore to load the following page.

Config Restore

Restore the config from the saved canfig file
Select a backup config file and click the Restare Config button, and then you can restore to the

previous canfig.

Canfig file:

| Restoreconiy | | Help |

Hote:
[twill take a long time to restare the config file. Please wait without any operation.

Figure 4-13 Config Restore
The following entries are displayed on this screen:

> Config Restore

Restore Config: Click the Restore Config button to restore the backup
configuration file. It will take effect after the switch automatically
reboots.

Note:

1. It will take a few minutes to restore the configuration. Please wait without any operation.
To avoid any damage, please don’t power down the switch while being restored.

After being restored, the current settings of the switch will be lost. Wrong uploaded
configuration file may cause the switch unmanaged.

4.3.2 Config Backup

On this page you can download the current configuration and save it as a file to your computer for
your future configuration restore.
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Choose the menu System—System Tools—Config Backup to load the following page.

Config Backup

Backup System Config

Click the button Backup Config, you can save the config to you camputer.

Backup Config l [ Help ]

Note:
Itwill take a long time to backup the config file. Please wait without any aperation.

Figure 4-14 Config Backup
The following entries are displayed on this screen:

> Config Backup

Backup Config: Click the Backup Config button to save the current configuration
as a file to your computer. You are suggested to take this measure

before upgrading.

Note:
It will take a few minutes to backup the configuration. Please wait without any operation.

4.3.3 Firmware Upgrade

The switch system can be upgraded via the Web management page. To upgrade the system is to
get more functions and better performance. Go to http://www.tp-link.com to download the updated

firmware.
Choose the menu System—System Tools—Firmware Upgrade to load the following page.

Firmware Upgrade

You will get the new function after upgrading the firmware.

Firmware File: Upgrade
Firmware Version: 1.0.3 Build 201 40605 Rel 58354(s)

Hardware Version: TL-5G2424 1.0

Note:
1. Please select the proper software version matching with your hardware to upgrade.

2. To avoid damage, please don't turn off the device while upgrading.
3. After upgrading, the device will reboot automatically.
4. You are suggested to backup the configuration before upgrading.

Figure 4-15 Firmware Upgrade

Note:

Don't interrupt the upgrade.
Please select the proper software version matching with your hardware to upgrade.

To avoid damage, please don't turn off the device while upgrading.
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4. After upgrading, the device will reboot automatically.

5. You are suggested to backup the configuration before upgrading.
4.3.4 System Reboot

On this page you can reboot the switch and return to the login page. Please save the current
configuration before rebooting to avoid losing the configuration unsaved

Choose the menu System—System Tools—System Reboot to load the following page.

Systerm Rehoot

Save Config:

Rehoot:

Mote:
Tao avaid damane, please don'tturn off the device while rebooting.

Figure 4-16 System Reboot

Note:

To avoid damage, please don't turn off the device while rebooting.
4.3.5 System Reset

On this page you can reset the switch to the default. All the settings will be cleared after the switch
is reset.

Choose the menu System—System Tools—System Reset to load the following page.

System Reset

Reset:

Mote:
The System Reset option will restore the configuration to default and your current settings will be lost.

Figure 4-17 System Reset

Note:

After the system is reset, the switch will be reset to the default and all the settings will be cleared.
4.4 Access Security

Access Security provides different security measures for the remote login so as to enhance the
configuration management security. It can be implemented on Access Control, SSL Config and
SSH Config pages.

4.4.1 Access Control

On this page you can control the users logging on to the Web management page to enhance the
configuration management security. The definitions of Admin and Guest refer to 4.2 User
Management.
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Choose the menu System—Access Security—Access Control to load the following page.

Access Control Config
Control Mode:
IP Address:
MAC Address:
Port:

1 2
9 10
17 18

Session Config

Session Timeout:

Access User Mumber
Number Contral:
Admin Number:

Guest Number:

Disable v
Mask:
3 4 5 6 7 8
11 12 13 14 14 16
19 20 1 22 23 24
10 min (5-30)
O Enable @ Disable
(1-16}
(0-15)
[ Apply ] [ Help ]

Figure 4-18 Access Control

The following entries are displayed on this screen:

» Access Control Config

Control Mode:

IP Address & Mask

MAC Address:

Port:

» Session Config

Select the control mode for users to log on to the Web

management page.

e |P-based: Select this option to limit the IP-range of the users for
login.

e MAC-based: Select this option to limit the MAC Address of the
users for login.

e Port-based: Select this option to limit the ports for login.

These fields can be available for configuration only when IP-based
mode is selected. Only the users within the IP-range you set here
are allowed for login.

The field can be available for configuration only when MAC-based
mode is selected. Only the user with this MAC Address you set
here are allowed for login.

The field can be available for configuration only when Port-based
mode is selected. Only the users connected to these ports you set
here are allowed for login.
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Session Timeout: If you do nothing with the Web management page within the
timeout time, the system will log out automatically. If you want to
reconfigure, please login again.

» Access User Number

Number Control: Select Enable/Disable the Number Control function.

Admin Number: Enter the maximum number of the users logging on to the Web
management page as Admin.

Guest Number: Enter the maximum number of the users logging on to the Web
management page as Guest.

4.4.2 SSL Config

SSL (Secure Sockets Layer), a security protocol, is to provide a secure connection for the
application layer protocol (e.g. HTTP) communication based on TCP. SSL is widely used to secure
the data transmission between the Web browser and servers. It is mainly applied through
ecommerce and online banking.

SSL mainly provides the following services:

1. Authenticate the users and the servers based on the certificates to ensure the data are
transmitted to the correct users and servers;

2. Encrypt the data transmission to prevent the data being intercepted;
3. Maintain the integrality of the data to prevent the data being altered in the transmission.

Adopting asymmetrical encryption technology, SSL uses key pair to encrypt/decrypt information. A
key pair refers to a public key (contained in the certificate) and its corresponding private key. By
default the switch has a certificate (self-signed certificate) and a corresponding private key. The
Certificate/Key Download function enables the user to replace the default key pair.

After SSL is effective, you can log on to the Web management page via https://192.168.0.1. For
the first time you use HTTPS connection to log into the switch with the default certificate, you will
be prompted that “The security certificate presented by this website was not issued by a trusted
certificate authority” or “Certificate Errors”. Please add this certificate to trusted certificates or
continue to this website.

The switch also supports HTTPS connection for IPv6. After configuring an IPv6 address (for
example, 3001::1) for the switch, you can log on to the switch’s Web management page via
https://[3001::1].

On this page you can configure the SSL function.
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Choose the menu System—Access Security—>SSL Config to load the following page.

Global Config

SsL: ® Enable O Disable

Cedificate Download

Certificate File:

key Dovenload

Note:

1.The S5L cedificate and key downloaded will not take effect until the switch is rebooted.

2.The 55L cedificate and key downloaded must match each ather; otherwise the HTTPS cannection will
natwark.

Figure 4-19 SSL Config

The following entries are displayed on this screen:

>

Global Config
SSL: Select Enable/Disable the SSL function on the switch.
Certificate Download

Certificate File: Select the desired certificate to download to the switch. The
certificate must be BASE64 encoded.

Key Download

Key File: Select the desired SSL Key to download to the switch. The key
must be BASE64 encoded.

Note:

The SSL certificate and key downloaded must match each other; otherwise the HTTPS
connection will not work.

The SSL certificate and key downloaded will not take effect until the switch is rebooted.

To establish a secured connection using https, please enter https:// into the URL field of the
browser.

It may take more time for https connection than that for http connection, because https
connection involves authentication, encryption and decryption etc.

4.4.3 SSH Config

As stipulated by IETF (Internet Engineering Task Force), SSH (Secure Shell) is a security protocol
established on application and transport layers. SSH-encrypted-connection is similar to a telnet
connection, but essentially the old telnet remote management method is not safe, because the
password and data transmitted with plain-text can be easily intercepted. SSH can provide
information security and powerful authentication when you log on to the switch remotely through
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an insecure network environment. It can encrypt all the transmission data and prevent the
information in a remote management being leaked.

Comprising server and client, SSH has two versions, V1 and V2 which are not compatible with
each other. In the communication, SSH server and client can auto-negotiate the SSH version and
the encryption algorithm. After getting a successful negotiation, the client sends authentication
request to the server for login, and then the two can communicate with each other after successful
authentication. This switch supports SSH server and you can log on to the switch via SSH
connection using SSH client software.

SSH key can be downloaded into the switch. If the key is successfully downloaded, the certificate
authentication will be preferred for SSH access to the switch.

Choose the menu System—Access Security—SSH Config to load the following page.

Global Config
SSH: (O Enable & Disable
Frotocal V1 & Enaple O Disable

Frotocal V2: & Enable O Disable Apply
Idle Timeout: 120 sec(1-120)

Max Connect: 5 {1-5)

Key Download

Choose the S5H public key file to download into switch.

Key Type: 35H-2 RSADSA v

Note:
[t will take a long time to download the key file. Please wait without any operation.

Figure 4-20 SSH Config
The following entries are displayed on this screen:

> Global Config

SSH: Select Enable/Disable SSH function.

Protocol V1: Select Enable/Disable SSH V1 to be the supported protocol.
Protocol V2: Select Enable/Disable SSH V2 to be the supported protocol.

Idle Timeout: Specify the idle timeout time. The system will automatically

release the connection when the time is up. The default time is
120 seconds.

Max Connect: Specify the maximum number of the connections to the SSH
server. No new connection will be established when the number of
the connections reaches the maximum number you set. The
default value is 5.
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> Key Download

Key Type: Select the type of SSH Key to download. The switch supports
three types: SSH-1 RSA, SSH-2 RSA and SSH-2 DSA.

Key File: Select the desired key file to download.

Download: Click the Download button to download the desired key file to the
switch.

ANote:

1. Please ensure the key length of the downloaded file is in the range of 256 to 3072 bits.

2. Atfter the Key File is downloaded, the user’s original key of the same type will be replaced.
The wrong uploaded file will result in the SSH access to the switch via Password
authentication.

Application Example 1 for SSH:

» Network Requirements

1. Log on to the switch via password authentication using SSH and the SSH function is enabled
on the switch.

2. PUTTY client software is recommended.
» Configuration Procedure

1. Open the software to log on to the interface of PUTTY. Enter the IP address of the switch into
Host Name field; keep the default value 22 in the Port field; select SSH as the Connection

type.

_[3?\ PuITY Configuration

Category:
= Sezgioh ~ B azic options for your PUTTY gezsion
I L_u:uglgmg Specify the destination you want to connect bo
Frmina Hozt Mame [or IP address] Part
Keyboard
EBel 192.168.0.1 22
Featuresz Connection type:
= Wirde (O Baw (O Telnet O Rlogin & 5SH O Serial
&
Bppea.rance Load, zave or delete a stored seszion
shaviour
Tramslation Saved Sezziong
Selection
Calaurs :
Default S ettings
= Connection
Data S
nate
Rlogin
=- 55H
- Cloze window arn exit:
'?#E:' O Always (O Never () Only on clean exit
=11 w
(o 1 o
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2. Click the Open button in the above figure to log on to the switch. Enter the login user name and
password, and then you can continue to configure the switch.

@ 192_ 168. 0.1 — PulTY,

Application Example 2 for SSH:

> Network Requirements

1. Log on to the switch via key authentication using SSH and the SSH function is enabled on the
switch.

2. PUTTY client software is recommended.
> Configuration Procedure

1. Select the key type and key length, and generate SSH key.

& PulTY Eey Generator @@

File Eey Conversions Help
Ky
Mo key.
Actions
Generate a public/private key pair Generate a key | Generate ||
Load an existing private key file
Save the generated key
Parameters
Type of key to generate: Key type
) 55H-1 [RS5A] {(®) 55H-2 R5A {) 55H-2 D5A,
Murnber of bits in a generated key: ’ Key length |1024

Note:
1. The key length is in the range of 256 to 3072 bits.

2. During the key generation, randomly moving the mouse quickly can accelerate the key
generation.

2. After the key is successfully generated, please save the public key and private key to the
computer.
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& PullY Eey Generator

File EKey Conver=zionz Help

Ky
Public: key for pasting into OpenS5SH authonzed_keys file;

zzhrza

AdsARIMNzaClye2E At b AR D AdAIB o2ally ziF +wfsl aS cetdh+nyBwal ) 3l m7cd C2u/ 215
38./F dyevilF viR 4G zxaE Cid b1 35w ClhD wD bOBLFASim 7 FL+'wiwnal OH49M okrp
Bzl SRDSHIWET Cr1n3lVnE< 7 dpu2ePe538UK BeuE aT eviwilvweR 2e5T CTD W I<e
Wl ==rga-kep-201000120

F.ey fingerprint; | zzh-rza 1023 38:cd 921 4:da:bl :Ba; Je: 2b:if: 43:69:e5:4 7. (4:60

Key pazsphraze: |

|
Key comment: |rsa-key—20140127 |
|
|

Canfirm passphrase: |

Actions

Generate a public/private key pair
Load an existing private key file

Save the generated key | Save public key I | Save private key I

Parameters

Type of key to generate;

{0 55H-1 [RSA) {(®) 5SH-2 R5A () 55H-2 D54
Mumber of bits in a generated key: 1024

3. On the Web management page of the switch, download the public key file saved in the
computer to the switch.
koey Dovweniload

Choose the 58H public key file to download into switch.

Key Type: |58H-2 READEA v |
Key File: | || Browse. .

ANote:

1. The key type should accord with the type of the key file.
2. The SSH key downloading cannot be interrupted.

4. After the public key and private key are downloaded, please log on to the interface of PuTTY
and enter the IP address for login.
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PuTTY Configuration

Cateqory:
—I- Session
Lagaing
=I- Terminal
Keyboard
Bell
Features
= Window
Appearance
Behaviour
Tranzlation
Selection
Colours
=J- Connection
Data
Promy
Telnet
Rlogin
-- 55H
Ken
Auth
TTY
=11

B azic optionz for your PUTTY sezsion

Specify the destination you want to connect bo
Host Mame [or [P address] Port
192 168.0.1 22

Connection type:

(O Baw () Telmet ) RBlogin &) 55H (O Serial

Load, zave or delete a stored session

Saved Seszions

Default Settings

Delete

Cloze window arn exit:
O Always (O Never () Only on clean exit

l Open ] [ Cancel ]

5. Click Browse to download the private key file to SSH client software and click Open.

,I_Q PulITY Configuration

Category:
=I- Terminal
F.evboard
Bell
Features
= Window
Appearance
Behaviour
Tranzlation
Selection
Colours
= Contection
Data
Prawy
Telnet
Filogin
—- 55H
Kex
TTY
=11
Tunnels
Bugs

Options contraling S5H authentication

[ ] Bypass authentication entirely [SSH-2 only]

Authentication methods

Attempt authentication uzing Pageant

[ Attempt TIS or CryptoCard auth [S5H-1]
Attempt keyboard-interactive auth [SSH-2]

Authentication parameters

[] &llow agent forwarding

[ Allow attempted changes of username in SSH-2
Brivate kev file for authentication:

E:\Program Filesprivate. ppk.

[ Open ] [ LCancel ]

After successful authentication, please enter the login user name. If you log on to the switch
without entering password, it indicates that the key has been successfully downloaded.

© 192. 168.0.1 — PulIY

Return to CONTENTS
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Chapter 5 Switching

Switching module is used to configure the basic functions of the switch, including five submenus:
Port, LAG, Traffic Monitor, MAC Address and DHCP Filtering.

5.1 Port

The Port function, allowing you to configure the basic features for the port, is implemented on the
Port Config, Port Mirror, Port Security, Port Isolation and Loopback Detection pages.

5.1.1 Port Config

On this page, you can configure the basic parameters for the ports. When the port is disabled, the
packets on the port will be discarded. Disabling the port which is vacant for a long time can reduce
the power consumption effectively. And you can enable the port when it is in need.

The parameters will affect the working mode of the port, please set the parameters appropriate to
your needs.

Choose the menu Switching—Port—Port Config to load the following page.

Fort Canfig
Port
Select FPort Description Status Speed and Duplex  Flow Control LAG
Fl Disahle w 10MHD w Disahle
O 1 Enable Auto Digahle = fad
O 2 Enahle Auta Digahle
| 3 Enable Auto Disable
| 4 Enahble A0t Digahle
O 5 Enahle Auto Disahle
O 6 Enable Auto Digahle
O 7 Enahle Auta Digahle
| g8 Enable Auto Digable
| 9 Enahble A0t Digahle
O 10 Enahle Auto Disahle
O 11 Enable Auto Digahle
O 12 Enahle Auta Digahle
| 13 Enable Auto Digable
| 14 Enahble A0t Digahle
O 15 Enahle Auto Disahle w
[ Apply ] [ Help ]
Hote:
The Port Description should be not more than 16 characters.
Figure 5-1 Port Config
The following entries are displayed on this screen:
> Port Config
Port Select: Click the Select button to quick-select the corresponding port

based on the port number you entered.
Select: Select the desired port for configuration. It is multi-optional.

Port: Displays the port number.
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Description:

Status:

Speed and Duplex:

Flow Control:

LAG:

Note:

Give a description to the port for identification.

Allows you to Enable/Disable the port. When Enable is selected,
the port can forward the packets normally.

Select the Speed and Duplex mode for the port. The device
connected to the switch should be in the same Speed and
Duplex mode with the switch. When “Auto” is selected, the
Speed and Duplex mode will be determined by auto-negotiation.
For the SFP port, this switch does not support auto-negotiation.

Allows you to Enable/Disable the Flow Control feature. When
Flow Control is enabled, the switch can synchronize the speed
with its peer to avoid the packet loss caused by congestion.

Displays the LAG number which the port belongs to.

1.  The switch cannot be managed through the disabled port. Please enable the port which is
used to manage the switch.

2.  The parameters of the port members in a LAG should be set as the same.

3. When using the SFP port with a 100M module or a gigabit module, you need to configure its
corresponding Speed and Duplex mode. For 100M module, please select 100MFD while
select 1000MFD for gigabit module. By default, the Speed and Duplex mode of SFP port is

1000MFD.
5.1.2 Port Mirror

Port Mirror, the packets obtaining technology, functions to forward copies of packets from
one/multiple ports (mirrored port) to a specific port (mirroring port). Usually, the mirroring port is
connected to a data diagnose device, which is used to analyze the mirrored packets for monitoring
and troubleshooting the network.

Choose the menu Switching—Port—Port Mirror to load the following page.

Wlirrar Group List

Graup tirraring

1 1]
2 n
3 1]
4 n

Mode Mirrored Port Operation
Ingress

Edit
Egress
Ingress

Edit
Earess
Ingress

Edit
Egress
Ingress

Edit
Egress

Figure 5-2 Mirror Group List
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The following entries are displayed on this screen.

>  Mirror Group List

Group: Displays the mirror group number.

Mirroring: Displays the mirroring port number.

Mode: Displays the mirror mode. The value will be "Ingress" or "Egress".
Mirrored Port: Displays the mirrored ports.

Operation: Click Edit to configure the mirror group.

Click Edit to display the following figure.

Mirrar Group

Mumber: 1 "

Mirraring FPort

Mirroring Port: Digable

Mirrared Port

For

Select Fort Ingress Enress LAG

[F] Disahble Disahle

F 1 Disahle Disahle -

F 2 Disahle Disahle

F 3 Disahle Disahle

FI 4 Dizable Dizable

FI 5 Dizable Disable

F 6 Disahle Disakle

Fl 7 Disahle Disahle

F 8 Disahle Disahle

F 9 Disahle Disahle

FI 10 Dizable Disable

FI 11 Dizable Disable

F 12 Disahle Disahle -
| appty | | metun | [ Hep |

Figure 5-3 Port Mirror Config
The following entries are displayed on this screen:

»  Mirror Group

Number: Select the mirror group number you want to configure.

>  Mirroring Port

Mirroring Port: Select the mirroring port number.
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» Mirrored Port

Port Select: Click the Select button to quick-select the corresponding port based
on the port number you entered.

Select: Select the desired port as a mirrored port. It is multi-optional.

Port: Displays the port number.

Ingress: Select Enable/Disable the Ingress feature. When the Ingress is

enabled, the incoming packets received by the mirrored port will be
copied to the mirroring port.

Egress: Select Enable/Disable the Egress feature. When the Egress is
enabled, the outgoing packets sent by the mirrored port will be
copied to the mirroring port.

LAG: Displays the LAG number which the port belongs to. The LAG
member cannot be selected as the mirrored port or mirroring port.

Note:

1. The LAG member cannot be selected as the mirrored port or mirroring port.
2. A port cannot be set as the mirrored port and the mirroring port simultaneously.

3. The Port Mirror function can span the multiple VLANSs.

5.1.3 Port Security

MAC Address Table maintains the mapping relationship between the port and the MAC address of
the connected device, which is the base of the packet forwarding. The capacity of MAC Address
Table is fixed. MAC Address Attack is the attack method that the attacker takes to obtain the
network information illegally. The attacker uses tools to generate the cheating MAC address and
quickly occupy the MAC Address Table. When the MAC Address Table is full, the switch will
broadcast the packets to all the ports. At this moment, the attacker can obtain the network
information via various sniffers and attacks. When the MAC Address Table is full, the packets
traffic will flood to all the ports, which results in overload, lower speed, packets drop and even
breakdown of the system.

Port Security is to protect the switch from the malicious MAC Address Attack by limiting the
maximum number of MAC addresses that can be learned on the port. The port with Port Security
feature enabled will learn the MAC address dynamically. When the learned MAC address number
reaches the maximum, the port will stop learning. Thereafter, the other devices with the MAC
address unlearned cannot access to the network via this port.
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Choose the menu Switching—Port—Port Security to load the following page.

Port Security
Selact Part Max Learned MAC  Learned Mum  Learn Mode Status
[F] Dwnamic s Disahle
F 1 G4 0 Civnamic Disahle ’*
F 2 fd 0 Cwvnamic Disahle
Fi 3 G4 0 Dynamic Disable
F 4 G4 0 Dyhamic Disahle
F 5 G4 0 Civnamic Disahle
F G fd 0 Cwvnamic Disahle
Fi 7 G4 0 Dynamic Disable
F 2 G4 0 Dyhamic Disahle
F 9 G4 0 Civnamic Disahle
FI 10 4 0 Dynamic Disable
FI 11 G4 0 Dynarmic Disable
F 12 G4 0 Dyhamic Disahle w
L_aoply | [ Help |
Note:

The maximum number of MAC addresses learned from individual port can he setto 64.

Figure 5-4 Port Security

The following entries are displayed on this screen:

>

Port Security

Select:

Port:

Max Learned MAC:

Learned Num:

Learn Mode:

Status:

Select the desired port for Port Security configuration. It is
multi-optional.

Displays the port number.

Specify the maximum number of MAC addresses that can be
learned on the port.

Displays the number of MAC addresses that have been learned
on the port.

Select the Learn Mode for the port.

e Dynamic: When Dynamic mode is selected, the learned
MAC address will be deleted automatically after the aging
time.

e Static: When Static mode is selected, the learned MAC
address will be out of the influence of the aging time and
can only be deleted manually. The learned entries will be
cleared after the switch is rebooted.

e Permanent: When Permanent mode is selected, the
learned MAC address will be out of the influence of the
aging time and can only be deleted manually. The learned
entries will be saved even the switch is rebooted.

Select Enable/Disable the Port Security feature for the port.
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ANote:

The Port Security function is disabled for the LAG port member. Only the port is removed from the
LAG, will the Port Security function be available for the port.

5.1.4 Port Isolation

Port Isolation provides a method of restricting traffic flow to improve the network security by
forbidding the port to forward packets to the ports that are not on its forward portlist.

Choose the menu Switching—Port—Port Isolation to load the following page.
Part Isolation Config

From Port: 1 |» To Port: 1 |w

Forward Portlist:

1+ ]2 ! [ a O s O s

7 [ [ 140 11 412

(143 [114 (115 (116 (147 (1418

119 20 24 22 2z (24
[ an | [ apply | [ Hep |

Fart Isolation List

FPort Forward Portlist
1 1-24 -
2 1-24
3 1-24
4 1-24
5 1-24
] 1-24
7 1-24
g 1-24
] 1-24
10 1-24
11 1-24
12 1-24
13 1-24
14 1-24
15 1-24 -

Figure 5-5 Port Isolation
The following entries are displayed on this screen:

> Port Isolation Config

From Port/To Port: Select the port number in this range to set their forward list.

Forward Portlist: Select the port that to be forwarded to.

> Port Isolation List

Port: Displays the port number.
Forward Portlist: Displays the forward portlist.

45



5.1.5 Loopback Detection

With loopback detection feature enabled, the switch can detect loops using loopback detection
packets. When a loop is detected, the switch will display an alert or further block the corresponding
port according to the port configuration.

Choose the menu Switching—Port—Loopback Detection to load the following page.

Global Config
gtu;tﬂt;:am Detection O Enable @ Disable
Detection Interval: 30 seconds{1-1000)
?f‘%”emaﬂc L a detection times(1-100)
Wieh Refresh Status: O Enable @ Disanle
Web Refresh Interval: 3 seconds(3-100)
Fort Canfig
Por
Select  Port Status Operation mode  Recovery mode Loop status Block status LAG
F Digable » | |Alert w Auto v
| 1 Disable Alert Auto ~
O 2 Digahle Alert Auto
| 3 Disahle Alert Auta
O 4 Digahle Alert Auto
| 5 Disahle Alert Auta
| G Disahle Alert Auta
| 7 Disahle Alert Auta
| g Disahle Alert Auta
O 9 Disahle Alert Auta
| 10 Disahle Alert Auta
O 11 Disahle Alert Auta
| 12 Disahle Alert Auta
O 13 Disable Alert Auto
| 14 Disahle Alert Auta
O 15 Digahle Alert Auto 3z
[ Apply ] [Manual Recn\rer] [ Help ]
Figure 5-6 Loopback Detection Config
The following entries are displayed on this screen:
» Global Config
LoopbackDetection Here you can enable or disable Loopback Detection function
Status: globally.
Detection Interval: Set a Loopback Detection interval between 1 and 1000 seconds.
By default, it's 30 seconds.
Automatic Time after which the blocked port would automatically recover to
Recovery Time: normal status. It can be set as integral times of detection interval.
Web Refresh Status: Here you can enable or disable web automatic refresh.
Web Refresh Interval: Set a web refresh interval between 3 and 100 seconds. By

default, it's 3 seconds.
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» Port Config

Port Select:

Select:

Port:
Status:

Operation Mode:

Recovery Mode:

Loop Status:
Block Status:
LAG:

Manual Recover:

Note:

Click the Select button to quick-select the corresponding port
based on the port number you entered.

Select the desired port for Loopback Detection configuration. It is
multi-optional.

Displays the port number.
Enable or disable Loopback Detection function for the port.

Select the mode how the switch processes the detected loops.
e Alert: When a loop is detected, display an alert.

e Port based: When a loop is detected, display an alert and
block the port.

Select the mode how the blocked port recovers to normal status.

e Auto: Block status can be automatically removed after
recovery time.

e Manual: Block status only can be removed manually.
Displays the port status whether a loopback is detected.
Displays the port status about block or unblock.

Displays the LAG number the port belongs to.

Manually remove the block status of selected ports.

1. Recovery Mode is not selectable when Alert is chosen in Operation Mode.

2. Loopback Detection must coordinate with storm control.

5.2 LAG

LAG (Link Aggregation Group) is to combine a number of ports together to make a single

high-bandwidth data path, so as to implement the traffic load sharing among the member ports in

the group and to enhance the connection reliability.

For the member ports in an aggregation group, their basic configuration must be the same. The

basic configuration includes STP, QoS, VLAN, port attributes, MAC Address Learning mode

and other associated settings. More details are explained below:

e If the ports, which are enabled for the 802.1Q VLAN, STP, QoS and Port Configuration

(Speed and Flow Control), are in a LAG, their configurations should be the same.

e The ports, which are enabled for the half-duplex, Port Security, Port Mirror and MAC
Address Filtering, cannot be added to the LAG.

If the LAG is needed, you are suggested to configure the LAG function here before configuring the

other functions for the member ports.
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Tips:
1.

Calculate the bandwidth for a LAG: If a LAG consists of the four ports in the speed of
1000Mbps Full Duplex, the whole bandwidth of the LAG is up to 8000Mbps (2000Mbps * 4)
because the bandwidth of each member port is 2000Mbps counting the up-linked speed of
1000Mbps and the down-linked speed of 1000Mbps.

2. The ftraffic load of the LAG will be balanced among the ports according to the Aggregate
Arithmetic. If the connections of one or several ports are broken, the traffic of these ports will
be transmitted on the normal ports, so as to guarantee the connection reliability.

The LAG function is implemented on the LAG Table, Static LAG and LACP Config configuration

pages.

5.2.1 LAG Table

On this page, you can view the information of the current LAG of the switch.

Choose the menu Switching—LAG—LAG Table to load the following page.

Global Config

Hash Algorithm:

SRC MAC+DST MAC » Apply

LAG Tahle

= Group _— : y

Select Number Description Member Operation

F LAGT Static LAG 5,6,7,8 Edit | Detail
Al | | petete | [ Help |

Hote:

1. The LAG created by LACP can't be deleted.

Figure 5-7 LAG Table

The following entries are displayed on this screen:

> Global Config
Hash Algorithm:

> LAG Table
Select:
Group Number:
Description:

Member:

Select the applied scope of Aggregate Arithmetic, which
results in choosing a port to transfer the packets.

o SRC MAC + DST MAC: When this option is selected, the
Aggregate Arithmetic will apply to the source and destination
MAC addresses of the packets.

¢ SRC IP + DST IP: When this option is selected, the
Aggregate Arithmetic will apply to the source and destination
IP addresses of the packets.

Select the desired LAG. It is multi-optional.
Displays the LAG number here.
Displays the description of LAG.

Displays the LAG member.
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Operation: Allows you to view or modify the information for each LAG.

e Edit: Click to modify the settings of the LAG.
e Detail: Click to get the information of the LAG.

Click the Detail button for the detailed information of your selected LAG.

Detail Info
Group Mumber: LAGT
LAG Type: Static
Port Status: Enahle
Rate: At
Part mirror: Dizahle

Ingress Bandwidth {aps):

Edgress Bandwidth {(bps):

Broadcast Contral thps):

Multicast Cantral (hps):

L Cantral thpsl:

208 Priarity: CoB0
Join WLAM: 1

Figure 5-8 Detailed Information

5.2.2 Static LAG

On this page, you can manually configure the LAG.

Choose the menu Switching—LAG—Static LAG to load the following page.

LAG Config

Group Mumber: LAGH »

Description:
Member Port
O 1 O 2 ! O a4 s O s
O 7 O s O o9 1o 14 42
12 14 WRE WAL 17 [WRE
D19 2o 24 22 23 24

[ appy | | clear | | Hep |

Hote:

1. LAG* denotes the Link Aggregation Group which the port belongs to.
2. It's not suggested to set 100M and 1000M ports in the same LAG.
3. The LAG created by LACP can't be modified.

Figure 5-9 Manually Config
The following entries are displayed on this screen:

> LAG Config

Group Number: Select a Group Number for the LAG.
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Description: Displays the description of the LAG.
» Member Port

Member Port: Select the port as the LAG member. Clearing all the ports of
the LAG will delete this LAG.
Tips:
1.

The LAG can be deleted by clearing its all member ports.

2. Aport can only be added to a LAG. If a port is the member of a LAG, the port number will be
displayed in gray and cannot be selected.

5.2.3 LACP Config

LACP (Link Aggregation Control Protocol) is defined in IEEE802.3ad and enables the dynamic link
aggregation and disaggregation by exchanging LACP packets with its partner. The switch can
dynamically group similarly configured ports into a single logical link, which will highly extend the
bandwidth and flexibly balance the load.

With the LACP feature enabled, the port will notify its partner of the system priority, system MAC,
port priority, port number and operation key (operation key is determined by the physical
properties of the port, upper layer protocol and admin key). The device with higher priority will lead
the aggregation and disaggregation. System priority and system MAC decide the priority of the
device. The smaller the system priority, the higher the priority of the device is. With the same
system priority, the device owning the smaller system MAC has the higher priority. The device with
the higher priority will choose the ports to be aggregated based on the port priority, port number
and operation key. Only the ports with the same operation key can be selected into the same
aggregation group. In an aggregation group, the port with smaller port priority will be considered
as the preferred one. If the two port priorities are equal, the port with smaller port number is
preferred. After an aggregation group is established, the selected ports can be aggregated
together as one port to transmit packets.

On this page, you can configure the LACP feature of the switch.
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Choose the menu Switching—LAG—LACP Config to load the following page.

Global Config

System Priority: 32768 (0 -65535) Apply

LACP Config
Select  Port Admin Key FPort Priority (0-65535) Made Status LAG
Passive - Disable -
1 1 32768 Passive Disable = =
2 1 32768 Passive Disable =
3 1 32768 Passive Disable —
4 1 32768 Passive Disable —_
5 1 32768 Passive Disable —_
B 1 32768 Passive Disable =
7 1 32768 Passive Disable =
8 1 32768 Passive Disable =
] 1 32768 Passive Disable —
10 1 32768 Passive Disable —_
i 1 32768 Passive Disable —_
12 1 32768 Passive Disable o
13 1 32768 Passive Disable =
14 1 32768 Passive Disable =
15 1 32768 Passive Disable — -
l Apply ] [ Help ]

Hote:

1. To avoid any broadcast storm when LACFP takes effect, you are suggested to enable Spanning Tree function.

2, LACP function cant be enabled for the port already in a static link aggregation group.

3. Thevalue of admin key can't be the same with the group number of any static link aggregation group in used and vice versa.

Figure 5-10 LACP Config
The following entries are displayed on this screen:

> Global Config

System Priority: Specify the system priority for the switch. The system priority and
MAC address constitute the system identification (ID). A lower system
priority value indicates a higher system priority. When exchanging
information between systems, the system with higher priority
determines which link aggregation a link belongs to, and the system
with lower priority adds the proper links to the link aggregation
according to the selection of its partner.

> LACP Config

Port Select: Click the Select button to quick-select the corresponding port based
on the port number you entered.

Select: Select the desired port for LACP configuration. It is multi-optional.
Port: Displays the port number.
Admin Key: Specify an Admin Key for the port. The member ports in a dynamic

aggregation group must have the same Admin Key.
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Port Priority: Specify a Port Priority for the port. This value determines the priority
of the port to be selected as the dynamic aggregation group
member. The port with smaller Port Priority will be considered as the
preferred one. If the two port priorities are equal; the port with
smaller port number is preferred.

Mode: Specify LACP mode for your selected port.
Status: Enable/Disable the LACP feature for your selected port.
LAG: Displays the LAG number which the port belongs to.

5.3 Traffic Monitor

The Traffic Monitor function, monitoring the traffic of each port, is implemented on the Traffic
Summary and Traffic Statistics pages.

5.3.1 Traffic Summary

Traffic Summary screen displays the traffic information of each port, which facilitates you to
monitor the traffic and analyze the network abnormity.

Choose the menu Switching—Traffic Monitor—Traffic Summary to load the following page.

Auto Refresh

Auto Refresh: (O Enable & Disahle

Fefresh Rate: sec (3-300)

Traffic Summary
For
FPart FPackets Rx FPackets Tx Cctets Rx Octets Tx Statistics
1] 1] 1] 1] Statistics -
4613 4386 60269 2072355 Statistics
1] 1] Statistics
Statistics
Statistics
Statistics
Statistics
Statistics

[ =2 I & R o T e

Statistics
Statistics

-
=

Statistics

-
—_
=2 o0 o o o o o o o O

o o o o o o o o o O

1]
1]
1]
1]
1]
1]
1]
1]
1]

o o o o o o o o o

Statistics -

-
b2

[Refresh] [ Clear ] [ Help ]

Figure 5-11 Traffic Summary
The following entries are displayed on this screen:

» Auto Refresh

Auto Refresh: Allows you to Enable/Disable refreshing the Traffic Summary
automatically.
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Refresh Rate: Enter a value in seconds to specify the refresh interval.
> Traffic Summary

Port Select: Click the Select button to quick-select the corresponding port based
on the port number you entered.

Port: Displays the port number.

Packets Rx: Displays the number of packets received on the port. The error
packets are not counted in.

Packets Tx: Displays the number of packets transmitted on the port.

Octets Rx: Displays the number of octets received on the port. The error octets
are counted in.

Octets Tx: Displays the number of octets transmitted on the port.
Statistics: Click the Statistics button to view the detailed traffic statistics of the
port.

5.3.2 Traffic Statistics

Traffic Statistics screen displays the detailed traffic information of each port, which facilitates you to
monitor the traffic and locate faults promptly.

Choose the menu Switching—Traffic Monitor—Traffic Statistics to load the following page.

Auto Refresh

Auto Refrash: CEnable @ Disable
Refresh Rate: sec (3-300
Statistics
Port [1
Feceived Sent
Broadcast 0 Broadcast 0
Multicast ] Multicast I
Unicast ] Unicast I
Alignment Errors 0 Collisions 0
UndersizePkts 0
FlizsE4Octets a
FkisEato1270Octets 0
Flis128t025480ctets 0

Fktz2a6to5110ctets 0
Fkts51 201023 0ctets O
PktsOver10230ctets 0

| Refresh | [ Hel |

Figure 5-12 Traffic Statistics
The following entries are displayed on this screen:

» Auto Refresh
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Auto Refresh:

Refresh Rate:

Statistics

Port:

Received:
Sent:

Broadcast:

Multicast:

Unicast:

Alignment Errors:

UndersizePkts:

Pkts640ctets:

Pkts65t01270ctets:

Pkts128t02550ctets:

Pkts256t05110ctets:

Pkts512to10230ctets:

PktsOver10230ctets:

Collisions:

Allows you to Enable/Disable refreshing the Traffic Summary
automatically.

Enter a value in seconds to specify the refresh interval.

Enter a port number and click the Select button to view the traffic
statistics of the corresponding port.

Displays the details of the packets received on the port.
Displays the details of the packets transmitted on the port.

Displays the number of good broadcast packets received or
transmitted on the port. The error frames are not counted in.

Displays the number of good multicast packets received or
transmitted on the port. The error frames are not counted in.

Displays the number of good unicast packets received or
transmitted on the port. The error frames are not counted in.

For TL-SG2216/TL-SG2424/TL-SG2424P:

Displays the number of the received packets that have a bad
Frame Check Sequence (FCS) with a non-integral octet
(Alignment Error) and have a bad FCS with an integral octet
(CRC Error). The length of the packet is between 64 bytes and
1518 bytes.

For TL-SG2452:

Displays the number of the received packets that have a bad
Frame Check Sequence (FCS) . The length of the packet is from
64 bytes to maximal bytes of the jumbo frame(usually 10240
bytes).

Displays the number of the received packets (excluding error
packets) that are less than 64 bytes long.

Displays the number of the received packets (including error
packets) that are 64 bytes long.

Displays the number of the received packets (including error
packets) that are between 65 and 127 bytes long.

Displays the number of the received packets (including error
packets) that are between 128 and 255 bytes long.

Displays the number of the received packets (including error
packets) that are between 256 and 511 bytes long.

Displays the number of the received packets (including error
packets) that are between 512 and 1023 bytes long.

Displays the number of the received packets (including error
packets) that are over 1023 bytes.

Displays the number of collisions experienced by a port during
packet transmissions.
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5.4 MAC Address

The main function of the switch is forwarding the packets to the correct ports based on the
destination MAC address of the packets. Address Table contains the port-based MAC address
information, which is the base for the switch to forward packets quickly. The entries in the Address
Table can be updated by auto-learning or configured manually. Most entries are generated and
updated by auto-learning. In the stable networks, the static MAC address entries can facilitate the
switch to reduce broadcast packets and enhance the efficiency of packets forwarding remarkably.
The address filtering feature allows the switch to filter the undesired packets and forbid its
forwarding so as to improve the network security.

The types and the features of the MAC Address Table are listed as the following:

Being kept after|Relationship between the
T Configuration Aqi t reboot bound MAC address and
e Ing ou
P Way 9ing (if the configuration | the port
is saved)
Static Manually No Yes The bound MAC address
Address Table | configuring cannot be learned by the
other ports in the same
VLAN.
Dynamic Automatically |Yes No The bound MAC address
Address Table |learning can be learned by the other
ports in the same VLAN.
Filtering Manually No Yes -
Address Table | configuring

Table 5-1 Types and features of Address Table

This function includes four submenus: Address Table, Static Address, Dynamic Address and
Filtering Address.

5.4.1 Address Table

On this page, you can view all the information of the Address Table.

Choose the menu Switching—MAC Address—Address Table to load the following page.

Search Option

[0 mac Address: (Format: 00-00-00-00-00-01%

O] wianiD: (1-4094)
] Port:

] Type: All Static Cwnamic Filtering

Address Table
MAC Address WLAR D Port Type Aging Status
BiC-62-60-F5-90-86 1 2 Cynamic Ading

Total MAC Address: 1
Mote:

The maximum ofthe displayed entries is 100 by default, please click the Search hutton to get the
complete address entries.

Figure 5-13 Address Table
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The following entries are displayed on this screen:

> Search Option

MAC Address:
VLAN ID:
Port:

Type:

» Address Table

MAC Address:
VLAN ID:
Port:

Type:

Aging Status:

Enter the MAC address of your desired entry.
Enter the VLAN ID of your desired entry.
Select the corresponding port number of your desired entry.

Select the type of your desired entry.

e All: This option allows the address table to display all the
address entries.

e  Static: This option allows the address table to display the static
address entries only.

e Dynamic: This option allows the address table to display the
dynamic address entries only.

e  Filtering: This option allows the address table to display the
filtering address entries only.

Displays the MAC address learned by the switch.

Displays the corresponding VLAN ID of the MAC address.
Displays the corresponding Port number of the MAC address.
Displays the Type of the MAC address.

Displays the Aging status of the MAC address.

5.4.2 Static Address

The static address table maintains the static address entries which can be added or removed
manually, independent of the aging time. In the stable networks, the static MAC address entries
can facilitate the switch to reduce broadcast packets and remarkably enhance the efficiency of
packets forwarding without learning the address. The static MAC address learned by the port with
Port Security enabled in the static learning mode will be displayed in the Static Address Table.
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Choose the menu Switching—MAC Address—Static Address to load the following page.

Create Static Address

MAC Address: (Format 00-00-00-00-00-013
VLAN ID: (1-2084)
Part: Port1  »

Search Option

Search Option: Al v

Static Address Table
Select MAC Address WLAN 1D Fort Type Aging Status

[ Port1  w

[ appy | [ Detete | [ Hep |

Total MAC Address: 0
HNote:

The maximurm of the displayed entries is 100 by default, please click the Search button to get the
camplete address entries.

Figure 5-14 Static Address

The following entries are displayed on this screen:

>

Create Static Address

MAC Address: Enter the static MAC Address to be bound.
VLAN ID: Enter the corresponding VLAN ID of the MAC address.
Port: Select a port from the pull-down list to be bound.

Search Option

Search Option: Select a Search Option from the pull-down list and click the Search
button to find your desired entry in the Static Address Table.

e MAC: Enter the MAC address of your desired entry.
e VLAN ID: Enter the VLAN ID number of your desired entry.
o  Port: Enter the Port number of your desired entry.

Static Address Table

Select: Select the entry to delete or modify the corresponding port number. It
is multi-optional.

MAC Address: Displays the static MAC Address.

VLAN ID: Displays the corresponding VLAN ID of the MAC address.

Port: Displays the corresponding Port number of the MAC address. Here

you can modify the port number to which the MAC address is bound.
The new port should be in the same VLAN.

Type: Displays the Type of the MAC address.
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Aging Status: Displays the Aging Status of the MAC address.

Note:

1. If the corresponding port number of the MAC address is not correct, or the connected port (or
the device) has been changed, the switch cannot forward the packets correctly. Please reset
the static address entry appropriately.

2. If the MAC address of a device has been added to the Static Address Table, connecting the
device to another port will cause its address not to be recognized dynamically by the switch.
Therefore, please ensure the entries in the Static Address Table are correct and valid.

3. The MAC address in the Static Address Table cannot be added to the Filtering Address Table
or bound to a port dynamically.

5.4.3 Dynamic Address

The dynamic address can be generated by the auto-learning mechanism of the switch. The
Dynamic Address Table can update automatically by auto-learning or the MAC address aging out
mechanism.

To fully utilize the MAC address table, which has a limited capacity, the switch adopts an aging
mechanism for updating the table. That is, the switch removes the MAC address entries related to
a network device if no packet is received from the device within the aging time.

On this page, you can configure the dynamic MAC address entry.

Choose the menu Switching—~MAC Address—Dynamic Address to load the following page.

Ading Canfig
Auto Aging; (¥} Enable ' Disable
. . Apply
Aging Tirme: 300 sec (10-630, default 300)

Search Option

Search Optian: All w

Dyhamic Address Tahble

Select MAC Address WLAN D Fort Type Aging Status
Fl BC-G2-60-F5-90-86 1 2 Dynarmic Adging
| an | [oeete | [ Bind | [ Hep |

Tatal MAC Address: 1
Mote:

The maximurm of the displayed entries is 100 by default, please click the Search button to get the
complete address entries.

Figure 5-15 Dynamic Address
The following entries are displayed on this screen:

» Aging Config

Auto Aging: Allows you to Enable/Disable the Auto Aging feature.
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Aging Time: Enter the Aging Time for the dynamic address.
» Search Option

Search Option: Select a Search Option from the pull-down list and click the Search
button to find your desired entry in the Dynamic Address Table.
e MAC: Enter the MAC address of your desired entry.
e VLAN ID: Enter the VLAN ID number of your desired entry.
e Port: Enter the Port number of your desired entry.
e LAG ID: Enter the LAG ID of your desired entry.

> Dynamic Address Table

Select: Select the entry to delete the dynamic address or to bind the MAC
address to the corresponding port statically. It is multi-optional.

MAC Address: Displays the dynamic MAC Address.

VLAN ID: Displays the corresponding VLAN ID of the MAC address.

Port: Displays the corresponding port number of the MAC address.

Type: Displays the Type of the MAC address.

Aging Status: Displays the Aging Status of the MAC address.

Bind: Click the Bind button to bind the MAC address of your selected entry

to the corresponding port statically.

Tips:

Setting aging time properly helps implement effective MAC address aging. The aging time that is
too long or too short results in a decrease of the switch performance. If the aging time is too long,
excessive invalid MAC address entries maintained by the switch may fill up the MAC address table.
This prevents the MAC address table from updating with network changes in time. If the aging time
is too short, the switch may remove valid MAC address entries. This decreases the forwarding
performance of the switch. It is recommended to keep the default value.

5.4.4 Filtering Address

The filtering address is to forbid the undesired packets to be forwarded. The filtering address can
be added or removed manually, independent of the aging time. The filtering MAC address allows
the switch to filter the packets which includes this MAC address as the source address or
destination address, so as to guarantee the network security. The filtering MAC address entries
act on all the ports in the corresponding VLAN.
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Choose the menu Switching—MAC Address—Filtering Address to load the following page.

Create Filtering Address

MAC Address: (Format: 00-00-00-00-00-013

YLAN ID: (1-4094)

Search Option

Search Option: All hd

Filtering Address Tahle
Select MAZ Address WLAMN (D Fart Type Aging Status

[ an | [ petete | [ Hep |

Total MAC Address: 0
Note:

The maximum of the displayed entries is 100 by default, please click the Search huttan to get the
complete address entries.

Figure 5-16 Filtering Address
The following entries are displayed on this screen:

> Create Filtering Address

MAC Address: Enter the MAC Address to be filtered.
VLAN ID: Enter the corresponding VLAN ID of the MAC address.

» Search Option

Search Option: Select a Search Option from the pull-down list and click the Search
button to find your desired entry in the Filtering Address Table.

o MAC Address: Enter the MAC address of your desired entry.
e VLAN ID: Enter the VLAN ID number of your desired entry.

> Filtering Address Table

Select: Select the entry to delete the corresponding filtering address. It is
multi-optional.

MAC Address: Displays the filtering MAC Address.

VLAN ID: Displays the corresponding VLAN ID.

Port: Here the symbol “--” indicates no specified port.

Type: Displays the Type of the MAC address.

Aging Status: Displays the Aging Status of the MAC address.

Note:

The MAC address in the Filtering Address Table cannot be added to the Static Address Table or
bound to a port dynamically.
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5.5 DHCP Filtering

Nowadays, the network is getting larger and more complicated. The amount of the PCs always
exceeds that of the assigned IP addresses. The wireless network and the laptops are widely used
and the locations of the PCs are always changed. Therefore, the corresponding IP address of the
PC should be updated with a few configurations. DHCP (Dynamic Host Configuration Protocol)
functions to solve the above mentioned problems.

However, during the working process of DHCP, generally there is no authentication mechanism
between Server and Client. If there are several DHCP servers in the network, network confusion
and security problem will happen. To protect the switch from being attacked by illegal DHCP
servers, you can configure the desired ports as trusted ports and only the clients connected to the
trusted ports can receive DHCP packets from DHCP severs. Here the DHCP Filtering function
performs to monitor the process of hosts obtaining IP addresses from DHCP servers.

» DHCP Working Principle

DHCP works via the “Client/Server” communication mode. The Client applies to the Server for
configuration. The Server assigns the configuration information, such as the IP address, to the
Client, so as to reach a dynamic employ of the network source. A Server can assign IP address for
several Clients, which is illustrated in the following figure.

DHCP Server

Access Layer Switch Central Switch

DHCP Client 1 DHCP Client 2 DHCP Client 3 DHCP Client 4

Figure 5-17 Network diagram of DHCP

For different DHCP clients, DHCP server provides three IP address assigning methods:

(1) Manually assign the IP address: Allows the administrator to bind the static IP address to a
specific client (e.g.: WWW Server) via the DHCP server.

(2) Automatically assign the IP address: DHCP server assigns the IP address without an
expiry time limitation to the clients.

(3) Dynamically assign the IP address: DHCP server assigns the IP address with an expiry
time. When the time for the IP address expired, the client should apply for a new one.
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Most clients obtain IP addresses dynamically, which is illustrated in the following figure.

(D

(2)

(3

(4)

>

DHCP Client DHCP Server
1 DHCP-DISCOVER q
. 2 DHCP-OFFER

3 DHCP-REQUEST

4 DHCP-ACK

Figure 5-18 Interaction between a DHCP client and a DHCP server

DHCP-DISCOVER Stage: The Client broadcasts the DHCP-DISCOVER packet to find
the DHCP server.

DHCP-OFFER Stage: Upon receiving the DHCP-DISCOVER packet, the DHCP server
selects an IP address from the IP pool according to the assigning priority of the IP
addresses and replies to the client with DHCP-OFFER packet carrying the IP address and
other information.

DHCP-REQUEST Stage: In the situation that there are several DHCP servers sending the
DHCP-OFFER packets, the client will only respond to the first received DHCP-OFFER
packet and broadcast the DHCP-REQUEST packet which includes the assigned IP
address of the DHCP-OFFER packet.

DHCP-ACK Stage: Since the DHCP-REQUEST packet is broadcasted, all DHCP servers
on the network segment can receive it. However, only the requested server processes the
request. If the DHCP server acknowledges assigning this IP address to the client, it will
send the DHCP-ACK packet back to the client. Otherwise, the Server will send the
DHCP-NAK packet to refuse assigning this IP address to the client.

DHCP Cheating Attack

During the working process of DHCP, generally there is no authentication mechanism between
Server and Client. If there are several DHCP servers in the network, network confusion and
security problem will happen. The common cases incurring the illegal DHCP servers are the
following two:

(1
(2)

It's common that the illegal DHCP server is manually configured by the user by mistake.
Hacker exhausted the IP addresses of the normal DHCP server and then pretended to be
a legal DHCP server to assign the IP addresses and the other parameters to Clients. For
example, hacker used the pretended DHCP server to assign a modified DNS server
address to users so as to induce the users to the evil financial website or electronic trading
website and cheat the users of their accounts and passwords. The following figure
illustrates the DHCP Cheating Attack implementation procedure.
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Figure 5-19 DHCP Cheating Attack Implementation Procedure

DHCP Filtering feature allows only the trusted ports to forward DHCP packets and thereby
ensures that users get proper IP addresses. DHCP Filtering is to monitor the process of hosts
obtaining the IP addresses from DHCP servers, and record the IP address, MAC address, VLAN
and the connected Port number of the Host for automatic binding. DHCP Filtering feature prevents
the network from the DHCP Server Cheating Attack by discarding the DHCP packets on the
distrusted port, so as to enhance the network security.

Choose the menu Switching — DHCP Filtering to load the following page.

DHCF Filtering

DHCP Filtering: ) Enable & Disable Apply

Trusted Port

O 4 ]2 O a O 4 O sac1y [ sLactn
O 7aseny O siasny O o 110
| appy | | A | [ clear | | Hep |

Figure 5-20 DHCP Filtering

The following entries are displayed on this screen:
> DHCP Filtering

DHCP Filtering: Enable/Disable the DHCP Filtering function globally.

» Trusted Port

Here you can select the desired port(s) to be Trusted Port(s). Only the Trusted Port(s) can
receive DHCP packets from DHCP Servers. Click All button to select all ports. Click Clear
button to select none.

Return to CONTENTS
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Chapter 6 VLAN

The traditional Ethernet is a data network communication technology based on CSMA/CD (Carrier
Sense Multiple Access/Collision Detect) via shared communication medium. Through the
traditional Ethernet, the overfull hosts in LAN will result in serious collision, flooding broadcasts,
poor performance or even breakdown of the Internet. Though connecting the LANs through
switches can avoid the serious collision, the flooding broadcasts cannot be prevented, which will
occupy plenty of bandwidth resources, causing potential serious security problems.

A Virtual Local Area Network (VLAN) is a network topology configured according to a logical
scheme rather than the physical layout. The VLAN technology is developed for switches to control
broadcast in LANs. By creating VLANSs in a physical LAN, you can divide the LAN into multiple
logical LANs, each of which has a broadcast domain of its own. Hosts in the same VLAN
communicate with one another as if they are in a LAN. However, hosts in different VLANs cannot
communicate with one another directly. Therefore, broadcast packets are limited in a VLAN. Hosts
in the same VLAN communicate with one another via Ethernet whereas hosts in different VLANs
communicate with one another through the Internet devices such as router, the Layer 3 switch, etc.

The following figure illustrates a VLAN implementation.

VLAN 2

Router Switch A Switch B

.

VLAN 6

Figure 6-1 VLAN implementation
Compared with the traditional Ethernet, VLAN enjoys the following advantages.

(1) Broadcasts are confined to VLANs. This decreases bandwidth utilization and improves
network performance.

(2) Network security is improved. VLANs cannot communicate with one another directly. That
is, a host in a VLAN cannot access resources in another VLAN directly, unless routers or
Layer 3 switches are used.

(3) Network configuration workload for the host is reduced. VLAN can be used to group
specific hosts. When the physical position of a host changes within the range of the VLAN,
you do not need to change its network configuration.

A VLAN can span across multiple switches, or even routers. This enables hosts in a VLAN to be
dispersed in a looser way. That is, hosts in a VLAN can belong to different physical network
segments. This switch supports 802.1Q VLAN to classify VLANs. VLAN tags in the packets are
necessary for the switch to identify packets of different VLANSs.
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6.1 802.1Q VLAN

VLAN tags in the packets are necessary for the switch to identify packets of different VLANs. The
switch works at the data link layer in OSI model and it can identify the data link layer encapsulation
of the packet only, so you can add the VLAN tag field into the data link layer encapsulation for
identification.

In 1999, IEEE issues the IEEE 802.1Q protocol to standardize VLAN implementation, defining the
structure of VLAN-tagged packets. IEEE 802.1Q protocol defines that a 4-byte VLAN tag is
encapsulated after the destination MAC address and source MAC address to show the information
about VLAN.

As shown in the following figure, a VLAN tag contains four fields, including TPID (Tag Protocol
Identifier), Priority, CFl (Canonical Format Indicator), and VLAN ID.

YLAN Tag

=
L

F 3

DA&SA TPID Priority | CFI'] VLAN ID | Type

Figure 6-2 Format of VLAN Tag

(1) TPID: TPID is a 16-bit field, indicating that this data frame is VLAN-tagged. By default, it is
0x8100 in this switch.

(2)  Priority: Priority is a 3-bit field, referring to 802.1p priority. Refer to section “QoS & QoS
profile” for details.

(3) CFI: CFl is a 1-bit field, indicating whether the MAC address is encapsulated in the
standard format in different transmission media. This field is not described in detail in this
chapter.

(4) VLAN ID: VLAN ID is a 12-bit field, indicating the ID of the VLAN to which this packet
belongs. Itis in the range of 0 to 4,095. Generally, 0 and 4,095 is not used, so the field is in
the range of 1 to 4,094.

VLAN ID identifies the VLAN to which a packet belongs. When the switch receives an
un-VLAN-tagged packet, it will encapsulate a VLAN tag with the default VLAN ID of the inbound
port for the packet, and the packet will be assigned to the default VLAN of the inbound port for
transmission.

In this User Guide, the tagged packet refers to the packet with VLAN tag whereas the untagged
packet refers to the packet without VLAN tag, and the priority-tagged packet refers to the packet
with VLAN tag whose VLAN ID is 0.

» Link Types of ports

When creating the 802.1Q VLAN, you should set the link type for the port according to its
connected device. The link types of port including the following two types: Untagged and Tagged.

(1) Untagged: The untagged port can be added in multiple VLANSs. If a VLAN-tagged packet
arrives at a port and the VLAN ID in its VLAN tag does not match any of the VLAN the
ingress port belongs to, this packet will be dropped. The packets forwarded by the
untagged port are untagged.

(2) Tagged: The tagged port can be added in multiple VLANs. If a VLAN-tagged packet
arrives at a port and the VLAN ID in its VLAN tag does not match any of the VLAN the
ingress port belongs to, this packet will be dropped. When the VLAN-tagged packets are
forwarded by the Tagged port, its VLAN tag will not be changed.
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> PVID

PVID (Port VLAN ID) is the default VID of the port. When the switch receives an un-VLAN-tagged
packet, it will add a VLAN tag to the packet according to the PVID of its received port and forward

the packets.

When creating VLANSs, the PVID of each port, indicating the default VLAN to which the port

belongs, is an important parameter with the following two purposes:

(1) When the switch receives an un-VLAN-tagged packet, it will add a VLAN tag to the packet

according to the PVID of its received port

(2) PVID determines the default broadcast domain of the port, i.e. when the port receives UL

packets or broadcast packets, the port will broadcast the packets in its default VLAN.

Different packets, tagged or untagged, will be processed in different ways, after being received by

ports of different link types, which is illustrated in the following table.

Port Type

Receiving Packets

Forwarding Packets

Untagged
Packets

Tagged Packets

Untagged Packets

Tagged
Packets

Untagged

Tagged

When untagged
packets are
received, the
port will add the
default VLAN
tag, i.e. the PVID
of the ingress
port, to the
packets.

If the VID of packet
is allowed by the
port, the packet will
be received.

If the VID of packet
is forbidden by the
port, the packet will
be dropped.

The packet will be
forwarded
unchanged.

The packet will
be forwarded
after removing
its VLAN tag

The packet will be
forwarded with the
PVID of egress port
as its VLAN tag.

The packet will
be forwarded
with its current
VLAN tag.

Table 6-1 Relationship between Port Types and VLAN Packets Processing
IEEE 802.1Q VLAN function is implemented on the VLAN Config pages.

6.1.1 VLAN Config
On this page, you can configure the 802.1Q VLAN and its ports.
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Choose the menu VLAN—802.1Q VLAN—VLAN Config to load the following page.

WLAM Create

VLAN ID: (2-4094)

Mame; {16 characters maximumy)
VLANM Table
VLAN D

Select  VLAMID Mame Untagged Pors Tagged Fors Qperation

Il 1 Default VLAN 1-24 Delete
YLAM Membership

VLAN ID — WVLAN MName

Port 1 2 3 4 5 G 7 8 9 10 1 12 13 14
Untagged | O O O @] O @] O @] O @] O @] O O
Tagged @) O O o O o O o O o O o O @)
NotMember & ® ® ® ® ® ® ® ® ® ® ® ® ®

FYID 1| 1 |w 1 |w 1 |w 1 v 1 |w 1 |w 1 |w 1 v 1 |w 1 v 1 % 1 |w 1 |»

LAG — — — — — — — — — — — — — —

Port 1 16 17 18 19 20 21 22 23 24
Untagged | O O O o O o O o O o
Tagged O O O O O O O O O O
MotMember (&) ® ® O] ® O] ® O] ® O]

PVID 1% 1% 1 8 1 % 1% 1 % 1% 1 % 1% 1|

LAG == == == == == == == == == ==

Figure 6-3 VLAN Table

To ensure the normal communication of the factory switch, the default VLAN of all ports is set to

VLAN1.

The following entries are displayed on this screen:

> VLAN Create

VLAN ID:
Name:
VLAN Table

VLAN ID Select:

Select:

VLAN ID:

Name:
Untagged Ports:
Tagged Ports:

Operation:

VLAN Membership

VLAN ID:

Enter the VLAN ID you want to create. It ranges from 2 to 4094.

Give a name to the VLAN for identification.

Click the Select button to quick-select the corresponding VLAN
based on the VLAN ID you entered.

Select the desired port for configuration.
Displays the VLAN ID.

Displays the name of the specific VLAN.

Show the untagged ports of the specific VLAN.
Show the tagged ports of the specific VLAN.

You can delete the specific VLAN when you click the word
"Delete".

Displays the VLAN ID you choose.
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VLAN Name:

Port:

Untagged:

Tagged:

NotMember:

PVID:
LAG:

6.2 Application Example for 802.1Q VLAN

> Network Requirements

Here you can set the name of the VLAN you choose.
Displays the port number.

The port will be an untagged member of the specific VLAN if you
select it.

The port will be an tagged member of the specific VLAN if you
select it.

The port will not be a member of the specific VLAN if you select it.
Here you can change the PVID of the specific port.
Displays the LAG to which the port belongs to.

e Switch Ais connecting to PC A and Server B;

e Switch B is connecting to PC B and Server A;

e PC Aand Server Ais in the same VLAN;

e PC B and Server B is in the same VLAN;

e PCs in the two VLANs cannot communicate with each other.

> Network Diagram

Switch A | Port2 Port 7 | switch B

PCA PCB
» Configuration Procedure
e Configure Switch A
Step | Operation Description
1 Configure  the | Required. On VLAN—802.1Q VLAN—VLAN Config page, configure
Link Type of the | the link type of Port 2, Port 3 and Port 4 as Untagged, Tagged and
ports Untagged respectively
2 Create VLAN10 | Required. On VLAN—802.1Q VLAN—VLAN Config page, create a

VLAN with its VLAN ID as 10, owning Port 2 and Port 3.
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Step

Operation

Description

Create VLAN20

Required. On VLAN—802.1Q VLAN—VLAN Config page, create a
VLAN with its VLAN ID as 20, owning Port 3 and Port 4.

e Configure Switch B

Step | Operation Description
1 Configure  the | Required. On VLAN—802.1Q VLAN—VLAN Config page, configure
Link Type of the | the link type of Port 7, Port 6 and Port 8 as Untagged, Tagged and
ports Untagged respectively.
2 Create VLAN10 | Required. On VLAN—802.1Q VLAN—VLAN Config page, create a
VLAN with its VLAN ID as 10, owning Port 6 and Port 8.
3 Create VLAN20 | Required. On VLAN—802.1Q VLAN—VLAN Config page, create a

VLAN with its VLAN ID as 20, owning Port 6 and Port 7.

Return to CONTENTS
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Chapter 7 Spanning Tree

STP (Spanning Tree Protocol), subject to IEEE 802.1D standard, is to disbranch a ring network in
the Data Link layer in a local network. Devices running STP discover loops in the network and block
ports by exchanging information, in that way, a ring network can be disbranched to form a
tree-topological ring-free network to prevent packets from being duplicated and forwarded endlessly
in the network.

BPDU (Bridge Protocol Data Unit) is the protocol data that STP and RSTP use. Enough
information is carried in BPDU to ensure the spanning tree generation. STP is to determine the
topology of the network via transferring BPDUs between devices.

To implement spanning tree function, the switches in the network transfer BPDUs between each
other to exchange information and all the switches supporting STP receive and process the
received BPDUs. BPDUs carry the information that is needed for switches to figure out the
spanning tree.

» STP Elements

Bridge ID (Bridge Identifier) : Indicates the value of the priority and MAC address of the bridge.
Bridge ID can be configured and the switch with the lower bridge ID has the higher priority.

Root Bridge: Indicates the switch has the lowest bridge ID. Configure the best PC in the ring
network as the root bridge to ensure best network performance and reliability.

Designated Bridge: Indicates the switch has the lowest path cost from the switch to the root
bridge in each network segment. BPDUs are forwarded to the network segment through the
designated bridge. The switch with the lowest bridge ID will be chosen as the designated bridge.

Root Path Cost: Indicates the sum of the path cost of the root port and the path cost of all the
switches that packets pass through. The root path cost of the root bridge is O.

Bridge Priority: The bridge priority can be set to a value in the range of 0~32768. The lower value
priority has the higher priority. The switch with the higher priority has more chance to be chosen as
the root bridge.

Root Port: Indicates the port that has the lowest path cost from this bridge to the Root Bridge and
forwards packets to the root.

Designated Port: Indicates the port that forwards packets to a downstream network segment or
switch.

Port Priority: The port priority can be set to a value in the range of 0~255. The lower value priority
has the higher priority. The port with the higher priority has more chance to be chosen as the root
port.

Path Cost: Indicates the parameter for choosing the link path by STP. By calculating the path cost,
STP chooses the better links and blocks the redundant links so as to disbranch the ring-network to
form a tree-topological ring-free network.

The following network diagram shows the sketch map of spanning tree. Switch A, B and C are
connected together in order. After STP generation, switch A is chosen as root bridge, the path from
port 2 to port 6 is blocked.

e Bridge: Switch A is the root bridge in the whole network; switch B is the designated bridge of
switch C.

e Port: Port 3 is the root port of switch B and port 5 is the root port of switch C; port 1 is the
designated port of switch A and port 4 is the designated port of switch B; port 6 is the blocked
port of switch C.
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Switch A

Switch B Switch C

Figure 7-1 Basic STP diagram
> STP Timers
Hello Time:

Hello Time ranges from 1 to 10 seconds. It specifies the interval to send BPDU packets. It is used
to test the links.

Max. Age:

Max. Age ranges from 6 to 40 seconds. It specifies the maximum time the switch can wait without
receiving a BPDU before attempting to reconfigure.

Forward Delay:

Forward Delay ranges from 4 to 30 seconds. It specifies the time for the port to transit its state
after the network topology is changed.

When the STP regeneration caused by network malfunction occurs, the STP structure will get
some corresponding change. However, as the new configuration BPDUs cannot be spread in the
whole network at once, the temporal loop will occur if the port transits its state immediately.
Therefore, STP adopts a state transit mechanism, that is, the new root port and the designated
port begins to forward data after twice forward delay, which ensures the new configuration BPDUs
are spread in the whole network.

> BPDU Comparing Principle in STP mode
Assuming two BPDUs: BPDU X and BPDU Y
If the root bridge ID of X is smaller than that of Y, X is superior to Y.

If the root bridge ID of X equals that of Y, but the root path cost of X is smaller than that of Y, X is
superior to .

If the root bridge ID and the root path cost of X equal those of Y, but the bridge ID of X is smaller
than that of Y, X is superior to .

If the root bridge ID, the root path cost and bridge ID of X equal those of Y, but the port ID of X is
smaller than that of Y, X is superior to Y.

» STP Generation
e In the beginning

In the beginning, each switch regards itself as the root, and generates a configuration BPDU for
each port on it as a root, with the root path cost being 0, the ID of the designated bridge being that
of the switch, and the designated port being itself.
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e Comparing BPDUs

Each switch sends out configuration BPDUs and receives a configuration BPDU on one of its ports
from another switch. The following table shows the comparing operations.

Step |Operation

1 If the priority of the BPDU received on the port is lower than that of the BPDU if of
the port itself, the switch discards the BPDU and does not change the BPDU of
the port.

2 If the priority of the BPDU is higher than that of the BPDU of the port itself, the

switch replaces the BPDU of the port with the received one and compares it with
those of other ports on the switch to obtain the one with the highest priority.

Table 7-1 Comparing BPDUs

e Selecting the root bridge

The root bridge is selected by BPDU comparing. The switch with the smallest root ID is chosen as
the root bridge.

e Selecting the root port and designate port
The operation is taken in the following way:

Step |Operation

1 For each switch (except the one chosen as the root bridge) in a network, the port
that receives the BPDU with the highest priority is chosen as the root port of the
switch.

2 Using the root port BPDU and the root path cost, the switch generates a

designated port BPDU for each of its ports.
. Root ID is replaced with that of the root port;

o Root path is replaced with the sum of the root path cost of the root port and
the path cost between this port and the root port;

. The ID of the designated bridge is replaced with that of the switch;
. The ID of the designated port is replaced with that of the port.

3 The switch compares the resulting BPDU with the BPDU of the desired port
whose role you want to determine.

. If the resulting BPDU takes the precedence over the BPDU of the port, the
port is chosen as the designated port and the BPDU of this port is replaced
with the resulting BPDU. The port regularly sends out the resulting BPDU;

. If the BPDU of this port takes the precedence over the resulting BPDU, the
BPDU of this port is not replaced and the port is blocked. The port only can
receive BPDUs.

Table 7-2 Selecting root port and designated port

Tips:
In a STP with stable topology, only the root port and designated port can forward data, and the

other ports are blocked. The blocked ports only can receive BPDUs.

RSTP (Rapid Spanning Tree Protocol), evolved from the 802.1D STP standard, enable Ethernet
ports to transit their states rapidly. The premises for the port in the RSTP to transit its state rapidly
are as follows.
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e The condition for the root port to transit its port state rapidly: The old root port of the switch
stops forwarding data and the designated port of the upstream switch begins to forward
data.

e The condition for the designated port to transit its port state rapidly: The designated port is
an edge port or connecting to a point-to-point link. If the designated port is an edge port, it
can directly transit to forwarding state; if the designated port is connecting to a
point-to-point link, it can transit to forwarding state after getting response from the
downstream switch through handshake.

> RSTP Elements
Edge Port: Indicates the port connected directly to terminals.
P2P Link: Indicates the link between two switches directly connected.

MSTP (Multiple Spanning Tree Protocol), compatible with both STP and RSTP and subject to IEEE
802.1s standard, not only enables spanning trees to converge rapidly, but also enables packets of
different VLANs to be forwarded along their respective paths so as to provide redundant links
with a better load-balancing mechanism.

Features of MSTP:

e MSTP combines VLANSs and spanning tree together via VLAN-to-instance mapping table. It
binds several VLANSs to an instance to save communication cost and network resources.

e MSTP divides a spanning tree network into several regions. Each region has several
internal spanning trees, which are independent of each other.

e MSTP provides a load-balancing mechanism for the packets transmission in the VLAN.
e MSTP is compatible with both STP and RSTP.
> MSTP Elements

MST Region (Multiple Spanning Tree Region): An MST Region comprises switches with the same
region configuration and VLAN-to-Instances mapping relationship.

IST (Internal Spanning Tree): An IST is a spanning tree in an MST.

CST (Common Spanning Tree): A CST is the spanning tree in a switched network that connects all
MST regions in the network.

CIST (Common and Internal Spanning Tree): A CIST, comprising IST and CST, is the spanning
tree in a switched network that connects all switches in the network.
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The following figure shows the network diagram in MSTP.

a I

Figure 7-2 Basic MSTP diagram

> MSTP

MSTP divides a network into several MST regions. The CST is generated between these MST
regions, and multiple spanning trees can be generated in each MST region. Each spanning tree is
called an instance. As well as STP, MSTP uses BPDUs to generate spanning tree. The only
difference is that the BPDU for MSTP carries the MSTP configuration information on the switches.

> Port States

In an MSTP, ports can be in the following four states:

>

Forwarding: In this status the port can receive/forward data, receive/send BPDU packets as
well as learn MAC address.

Learning: In this status the port can receive/send BPDU packets and learn MAC address.
Blocking: In this status the port can only receive BPDU packets.
Disconnected: In this status the port is not participating in the STP.

Port Roles

In an MSTP, the following roles exist:

Root Port: Indicates the port that has the lowest path cost from this bridge to the Root Bridge
and forwards packets to the root.

Designated Port: Indicates the port that forwards packets to a downstream network segment
or switch.

Master Port: Indicates the port that connects a MST region to the common root. The path
from the master port to the common root is the shortest path between this MST region and
the common root.

Alternate Port: Indicates the port that can be a backup port of a root or master port.
Backup Port: Indicates the port that is the backup port of a designated port.
Disabled: Indicates the port that is not participating in the STP.
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The following diagram shows the different port roles.

Region edge port: port 1, 2
Master port: port 1
Alternate port: port 2
Designated port: port 3, 5
Backup port; port 6

Port 3

Connect to the root bridge

MST Region

Switch B Switch C

Port 6

Figure 7-3 Port roles

The Spanning Tree module is mainly for spanning tree configuration of the switch, including four
submenus: STP Config, Port Config, MSTP Instance and STP Security.

7.1 STP Config

The STP Config function, for global configuration of spanning trees on the switch, can be
implemented on STP Config and STP Summary pages.

7.1.1 STP Config

Before configuring spanning trees, you should make clear the roles each switch plays in each
spanning tree instance. Only one switch can be the root bridge in each spanning tree instance. On
this page you can globally configure the spanning tree function and related parameters.

Choose the menu Spanning Tree—STP Config—STP Config to load the following page.

Global Config

STP:

Yersion:

Farameters Config

CIST Priority:
Hello Time:
Max Ane:
Forward Delay:
TxHoldCount:

Max Hops:

() Enable & Disahle
Apply

SR »

32768 (0-614400)
2 sec (1-10)

20 sec (B-40)
-F'IC"Y
15 ser (4-30)

5 aps 1-20%
20 hop (1-40)

Figure 7-4 STP Config
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The following entries are displayed on this screen:

>

Global Config
STP: Select Enable/Disable STP function globally on the switch.
Version: Select the desired STP version on the switch.

e STP: Spanning Tree Protocol.
e RSTP: Rapid Spanning Tree Protocol.
e MSTP: Multiple Spanning Tree Protocol.

Parameters Config

CIST Priority: Enter a value from 0 to 61440 to specify the priority of the switch
for comparison in the CIST. CIST priority is an important criterion
on determining the root bridge. In the same condition, the switch
with the highest priority will be chosen as the root bridge. The
lower value has the higher priority. The default value is 32768 and
should be exact divisor of 4096.

Hello Time Enter a value from 1 to 10 in seconds to specify the interval to
send BPDU packets. It is used to test the links. 2*(Hello Time + 1)
< Max Age. The default value is 2 seconds.

Max Age: Enter a value from 6 to 40 in seconds to specify the maximum
time the switch can wait without receiving a BPDU before
attempting to reconfigure. The default value is 20 seconds.

Forward Delay: Enter a value from 4 to 30 in seconds to specify the time for the
port to transit its state after the network topology is changed.
2*(Forward Delay-1) = Max Age. The default value is 15 seconds.

TxHold Count: Enter a value from 1 to 20 to set the maximum number of BPDU
packets transmitted per Hello Time interval. The default value is
5pps.

Max Hops: Enter a value from 1 to 40 to set the maximum number of hops

that occur in a specific region before the BPDU is discarded. The
default value is 20 hops.

Note:

The forward delay parameter and the network diameter are correlated. A too small forward
delay parameter may result in temporary loops. A too large forward delay may cause a
network unable to resume the normal state in time. The default value is recommended.

An adequate hello time parameter can enable the switch to discover the link failures occurred
in the network without occupying too much network resources. A too large hello time
parameter may result in normal links being regarded as invalid when packets drop occurred in
the links, which in turn result in spanning tree being regenerated. A too small hello time
parameter may result in duplicated configuration being sent frequently, which increases the
network load of the switches and wastes network resources. The default value is
recommended.

A too small max age parameter may result in the switches regenerating spanning trees
frequently and cause network congestions to be falsely regarded as link problems. A too large
max age parameter result in the switches unable to find the link problems in time, which in
turn handicaps spanning trees being regenerated in time and makes the network less
adaptive. The default value is recommended.

If the TxHold Count parameter is too large, the number of MSTP packets being sent in each
hello time may be increased with occupying too much network resources. The default value is
recommended.
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7.1.2 STP Summary

On this page you can view the related parameters for Spanning Tree function.

Choose the menu Spanning Tree—STP Config—STP Summary to load the following page.

STP Summary

STP Status: Disable
STP Version: —
Local Bridge: —
Root Bridge: —
External Path Cost: —
Region Root: —
Internal Path Cost: —
Designated Bridge: —
Root Port: =
Latest TC Time: —
TC Count: ]

MSTP Instance Summary

Instance 1D 1w
Instance Status: Disable
Local Bridge: —
Region Root: —

Internal Path Cost: =
Designated Bridge: —
Root Port: —
Latest TC Time: =
TC Count: =

Figure 7-5 STP Summary
7.2 Port Config

On this page you can configure the parameters of the ports for CIST
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Choose the menu Spanning Tree—Port Config to load the following page.

Fart Config

Select Port Status
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2 Disahle
3 Disable
4 Disahle
i} Disahle
4 Disahle
7 Disahle
g Disahle
e} Disahle
10 Disahle
11 Disable
12 Disahle
13 Disahle
14 Disahle
15 Disahle

OooOodooOooOooooooood

Priarity

128
128
128
128
128
128
128
128
128
128
128
128
128
128
128

Por
ExtPath Cost  IntPath Cost Edge Port FZ2F Link MCheck STF Wersion Fort Role Fort Status LAG
Disable » | |Auto | |Unchange »
Auta Auta Disahle Auto - =
Auta Auta Disahle Auto
Auto Auto Disable Auta
Auta Auta Disahle Auta
Auto Auto Disahle Auto
Auta Auta Disahle Auto
Auta Auta Disahle Auto
Auta Auta Disahle Auto
Auta Auta Disahle Auta
Auta Auta Disahle Auta LAGT
Alto Auto Disahle Auto LAGT
Auta Auta Disahle Auto LAG1
Auta Auta Disahle Auto LAG1
Auta Auto Disahle Auta
Auta Auta Disahle Auta - =
[ Apply ] [ Refresh ] [ Help ]

Note:

Ifthe Path Cost of a portis setto 0, itwill alter automatically according to the part's link speed.

Figure 7-6 Port Config

The following entries are displayed on this screen:

>

Port Config

Port Select:

Select:
Port:
Status:
Priority:

ExtPath:

IntPath:

Edge Port:

P2P Link:

MCheck:

STP Version:

Click the Select button to quick-select the corresponding port based
on the port number you entered.

Select the desired port for STP configuration. It is multi-optional.
Displays the port number of the switch.
Select Enable /Disable STP function for the desired port.

Enter a value from 0 to 240 divisible by 16. Port priority is an
important criterion on determining if the port connected to this port
will be chosen as the root port. The lower value has the higher
priority.

ExtPath Cost is used to choose the path and calculate the path costs
of ports in different MST regions. It is an important criterion on
determining the root port. The lower value has the higher priority.

IntPath Cost is used to choose the path and calculate the path costs
of ports in an MST region. It is an important criterion on determining
the root port. The lower value has the higher priority.

Select Enable/Disable Edge Port. The edge port can transit its state
from blocking to forwarding rapidly without waiting for forward delay.

Select the P2P link status. If the two ports in the P2P link are root port
or designated port, they can transit their states to forwarding rapidly
to reduce the unnecessary forward delay.

Select Enable to perform MCheck operation on the port. Unchange
means no MCheck operation.

Displays the STP version of the port.
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Port Role: Displays the role of the port played in the STP Instance.

Port Status:

Root Port: Indicates the port that has the lowest path cost from
this bridge to the Root Bridge and forwards packets to the root.

Designated Port: Indicates the port that forwards packets to a
downstream network segment or switch.

Master Port: Indicates the port that connects a MST region to the
common root. The path from the master port to the common root
is the shortest path between this MST region and the common
root.

Alternate Port: Indicates the port that can be a backup port of a
root or master port.

Backup Port: Indicates the port that is the backup port of a
designated port.

Disabled: Indicates the port that is not participating in the STP.
Displays the working status of the port.

Forwarding: In this status the port can receive/forward data,
receive/send BPDU packets as well as learn MAC address.

Learning: In this status the port can receive/send BPDU packets
and learn MAC address.

Blocking: In this status the port can only receive BPDU packets.

Disconnected: In this status the port is not participating in the
STP.

LAG: Displays the LAG number which the port belongs to.

Note:

1. Configure the ports connected directly to terminals as edge ports and enable the BPDU
protection function as well. This not only enables these ports to transit to forwarding state
rapidly but also secures your network.

2. All the links of ports in a LAG can be configured as point-to-point links.

3. When the link of a port is configured as a point-to-point link, the spanning tree instances
owning this port are configured as point-to-point links. If the physical link of a port is not a
point-to-point link and you forcibly configure the link as a point-to-point link, temporary loops

may be incurred.

7.3 MSTP Instance

MSTP combines VLANs and spanning tree together via VLAN-to-instance mapping table
(VLAN-to-spanning-tree mapping). By adding MSTP instances, it binds several VLANs to an
instance to realize the load balance based on instances.

Only when the switches have the same MST region name, MST region revision and
VLAN-to-Instance mapping table, the switches can be regarded as in the same MST region.

The MSTP Instance function can be implemented on Region Config, Instance Config and

Instance Port Config pages.

7.3.1 Region Config

On this page you can configure the name and revision of the MST region
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Choose the menu Spanning Tree—~MSTP Instance—Region Config to load the following page.

Region Config

Region Mame: 00-21-8c-ea-4e-d3
ARy
Revision: 0 (0-65534)

Figure 7-7 Region Config
The following entries are displayed on this screen:
> Region Config

Region Name: Create a name for MST region identification using up to 32 characters.

Revision: Enter the revision from 0 to 65535 for MST region identification.

7.3.2 Instance Config

Instance Configuration, a property of MST region, is used to describe the VLAN to Instance
mapping configuration. You can assign VLAN to different instances appropriate to your needs.
Every instance is a VLAN group independent of other instances and CIST.

Choose the menu Spanning Tree—~MSTP Instance—Instance Config to load the following page.

Instance Table

Instance D

Select  Instance Status Priarity WLAM 1D
"
F 1 Disable 327RE Clear
F 2 Disable 32768 Clear
F 3 Disable 32768 Clear
F 4 Disable 32TRE Clear
F 5 Disable 32768 Clear
F & Disable 32768 Clear
F 7 Disable 32TRA Clear
F 8 Disable 327RE Clear

CIST Enable 32768 1-4094,

| apply | | Hep |

VLAMN-Instance Mapping

WLAN ID: (1-4094)

Instance 1D: (0-8, 0 is the cist) Apply

MHote:
The format of input VLAM [D should be like ™1, 3, 4-7, 11-30°in the range from 1 to 4094,

Figure 7-8 Instance Config
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The following entries are displayed on this screen:

» Instance Table

Instance ID Select:

Select:
Instance:
Status:
Priority:

VLAN ID:

Clear:

Click the Select button to quick-select the corresponding Instance 1D
based on the ID number you entered.

Select the desired Instance ID for configuration. It is multi-optional.
Displays Instance ID of the switch.
Displays status of the instance.

Enter the priority of the switch in the instance. It is an important
criterion on determining if the switch will be chosen as the root bridge
in the specific instance.

Enter the VLAN ID which belongs to the corresponding instance ID.
After modification here, the previous VLAN ID will be cleared and
mapped to the CIST.

Click the Clear button to clear up all VLAN IDs from the instance ID.
The cleared VLAN ID will be automatically mapped to the CIST.

> VLAN-Instance Mapping

VLAN ID:

Instance ID:

Enter the desired VLAN ID. After modification here, the new VLAN ID
will be added to the corresponding instance ID and the previous
VLAN ID won'’t be replaced.

Enter the corresponding instance ID.

7.3.3 Instance Port Config

A port can play different roles in different spanning tree instance. On this page you can configure
the parameters of the ports in different instance IDs as well as view status of the ports in the

specified instance.
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Choose the menu Spanning Tree—~MSTP Instance—Instance Port Config to load the following
page.

Part Canfig
Instance 1D 1+ Port
Select Port Priority Path Cost Fort Role Port Status LAG
]
O 1 128 Auto -
] 2 128 Auto
] 3 128 Auto
] 4 128 Autn
] 5 128 Auto
] B 128 Auto
] 7 128 Auto
] 8 128 Auto
] g 128 futn
F 10 128 Auto --- --- LAGT
F 11 128 Auto --- --- LAG1
F 12 128 Auto --- --- LAG1
FI 13 128 Auto -- - LAGT
F 14 128 Auto
F 15 128 Auto --- --- --- -
| mppty | [Refresh| [ Hep |
Mote:

[fthe Path Cost of a portis setto 0, itwill alter aotomatically according to the por's link speed.
Figure 7-9 Instance Port Config
The following entries are displayed on this screen:

> Port Config

Instance ID: Select the desired instance ID for its port configuration.

Port Select: Click the Select button to quick-select the corresponding port based
on the port number you entered.

Select: Select the desired port to specify its priority and path cost. It is
multi-optional.

Port: Displays the port number of the switch.

Priority: Enter the priority of the port in the instance. It is an important criterion
on determining if the port connected to this port will be chosen as the
root port.

Path Cost: Path Cost is used to choose the path and calculate the path costs of

ports in an MST region. It is an important criterion on determining the
root port. The lower value has the higher priority.

Port Role: Displays the role of the port played in the MSTP Instance.
Port Status: Displays the working status of the port.

LAG: Displays the LAG number which the port belongs to.
Note:

The port status of one port in different spanning tree instances can be different.
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Global configuration Procedure for Spanning Tree function:

Step | Operation Description

1 Make clear roles the switches | Preparation.
play in  spanning tree
instances: root bridge or
designated bridge

2 Globally  configure  MSTP | Required. Enable Spanning Tree function on the switch
parameters and configure MSTP parameters on Spanning

Tree—STP Config—STP Config page.

3 Configure MSTP parameters | Required. Configure MSTP parameters for ports on
for ports Spanning Tree—Port Config—Port Config page.

4 Configure the MST region Required. Create MST region and configure the role the

switch plays in the MST region on Spanning
Tree—MSTP Instance—Region Config and Instance
Config page.

5 Configure MSTP parameters
for instance ports

Optional. Configure different instances in the MST region
and configure MSTP parameters for instance ports on
Spanning Tree—MSTP Instance—lInstance Port
Config page.

7.4 STP Security

Configuring protection function for devices can prevent devices from any malicious attack against
STP features. The STP Security function can be implemented on Port Protect and TC Protect
pages.

Port Protect function is to prevent the devices from any malicious attack against STP features.

7.4.1 Port Protect

On this page you can configure loop protect feature, root protect feature, TC protect feature,
BPDU protect feature and BPDU filter feature for ports. You are suggested to enable
corresponding protection feature for the qualified ports.

» Loop Protect

In a stable network, a switch maintains the states of ports by receiving and processing BPDU
packets from the upstream switch. However, when link congestions or link failures occurred to the
network, a down stream switch does not receive BPDU packets for certain period, which results in
spanning trees being regenerated and roles of ports being reselected, and causes the blocked
ports to transit to forwarding state. Therefore, loops may be incurred in the network.

The loop protect function can suppresses loops. With this function enabled, a port, regardless of
the role it plays in instances, is always set to blocking state, when the port does not receive BPDU
packets from the upstream switch and spanning trees are regenerated, and thereby loops can be
prevented.

> Root Protect

A CIST and its secondary root bridges are usually located in the high-bandwidth core region.
Wrong configuration or malicious attacks may result in configuration BPDU packets with higher
priorities being received by the legal root bridge, which causes the current legal root bridge to lose

83



its position and network topology jitter to occur. In this case, flows that should travel along
high-speed links may lead to low-speed links, and network congestion may occur.

To avoid this, MSTP provides root protect function. Ports with this function enabled can only be set
as designated ports in all spanning tree instances. When a port of this type receives BDPU
packets with higher priority, it transits its state to blocking state and stops forwarding packets (as if
it is disconnected from the link). The port resumes the normal state if it does not receive any
configuration BPDU packets with higher priorities for a period of two times of forward delay.

» TC Protect

A switch removes MAC address entries upon receiving TC-BPDU packets. If a user maliciously
sends a large amount of TC-BPDU packets to a switch in a short period, the switch will be busy
with removing MAC address entries, which may decrease the performance and stability of the
network.

To prevent the switch from frequently removing MAC address entries, you can enable the TC
protect function on the switch. With TC protect function enabled, if the account number of the
received TC-BPDUs exceeds the maximum number you set in the TC threshold field, the switch
will not performs the removing operation in the TC protect cycle. Such a mechanism prevents the
switch from frequently removing MAC address entries.

> BPDU Protect

Ports of the switch directly connected to PCs or servers are configured as edge ports to rapidly
transit their states. When these ports receive BPDUs, the system automatically configures these
ports as non-edge ports and regenerates spanning trees, which may cause network topology jitter.
Normally these ports do not receive BPDUSs, but if a user maliciously attacks the switch by sending
BPDUs, network topology jitter occurs.

To prevent this attack, MSTP provides BPDU protect function. With this function enabled on the
switch, the switch shuts down the edge ports that receive BPDUs and reports these cases to the
administrator. If a port is shut down, only the administrator can restore it.

> BPDU Filter

BPDU filter function is to prevent BPDUs flood in the STP network. If a switch receives malicious
BPDUs, it forwards these BPDUs to the other switched in the network, which may result in
spanning trees being continuously regenerated. In this case, the switch occupying too much CPU
or the protocol status of BPDUs is wrong.

With BPDU filter function enabled, a port does not receive or forward BPDUs, but it sends out its
own BPDUs. Such a mechanism prevents the switch from being attacked by BPDUs so as to
guarantee generation the spanning trees correct.
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Choose the menu Spanning Tree—STP Security—Port Protect to load the following page.

Fort Protect
Por
Select Fort  Loop Protect RootProtect TC Protect  BFDU Protect  BPDLU Filter LAG
F] Dizahle » | Disable = | |Disahle » | |Disable » | |Disahle
¥ 1 Disable Disable Disable Disable Disable —
Fl 2 Disable Disable Disable Disable Disable
F 3 Disable Disable Disable Disable Disable
F 4 Disable Disable Disable Disable Disable
¥ 5 Disable Disable Disable Disable Disable
F ] Disable Disable Disable Disable Disable
| 7 Disable Digable Disable Disable Digable
Fl g Disable Digable Disable Disable Digable
Fl ] Disable Digable Digable Digable Digable
Fl 10 Disable Digable Digable Disable Digable LA
Fl 11 Disable Digable Digable Disable Digable LA
F 12 Disable Digable Digable Disable Digable LA
F 13 Disable Digable Digable Disable Digable LAG1
F 14 Disable Disable Disable Disable Disable
F 15 Disable Disable Disable Disable Disable -
| appty | | Hew |

Figure 7-10 Port Protect

The following entries are displayed on this screen:

>

Port Protect

Port Select:

Select:

Port:

Loop Protect:

Root Protect:

TC Protect:

BPDU Protect:

BPDU Filter:
LAG:

Click the Select button to quick-select the corresponding port based
on the port number you entered.

Select the desired port for port protect configuration. It is
multi-optional.

Displays the port number of the switch.

Loop Protect is to prevent the loops in the network brought by
recalculating STP because of link failures and network congestions.

Root Protect is to prevent wrong network topology change caused by
the role change of the current legal root bridge.

TC Protect is to prevent the decrease of the performance and
stability of the switch brought by continuously removing MAC
address entries upon receiving TC-BPDUs in the STP network.

BPDU Protect is to prevent the edge port from being attacked by
maliciously created BPDUs

BPDU Filter is to prevent BPDUs flood in the STP network.
Displays the LAG number which the port belongs to.
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7.4.2 TC Protect

When TC Protect is enabled for the port on Port Protect page, the TC threshold and TC protect
cycle need to be configured on this page.

Choose the menu Spanning Tree—STP Security—TC Protect to load the following page.

TC Protect

TC Threshald: 20 packet (1-100)
Apply

TC Protect Cyele: £ sec (1-10)
Help

Figure 7-11 TC Protect
The following entries are displayed on this screen:

> TC Protect

TC Threshold: Enter a number from 1 to 100. It is the maximum number of the
TC-BPDUs received by the switch in a TC Protect Cycle. The
default value is 20.

TC Protect Cycle: Enter a value from 1 to 10 to specify the TC Protect Cycle. The
default value is 5.

7.5 Application Example for STP Function

> Network Requirements

e Switch A, B, C, D and E all support MSTP function.

e Ais the central switch.

e B and C are switches in the convergence layer. D, E and F are switches in the access layer.
e There are 6 VLANS labeled as VLAN101-VLAN106 in the network.

e All switches run MSTP and belong to the same MST region.

e The data in VLAN101, 103 and 105 are transmitted in the STP with B as the root bridge. The
data in VLAN102, 104 and 106 are transmitted in the STP with C as the root bridge.
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> Network Diagram

Switch A

Switch B

=,

=

Switch C

| ‘

Switch D Switch E Switch F
» Configuration Procedure
e Configure Switch A:
Step | Operation Description
1 Configure ports On VLAN—802.1Q VLAN page, configure the link
type of the related ports as Tagged, and add the ports
to VLAN101-VLAN106. The detailed instructions can
be found in the section 802.1Q VLAN.
2 Enable STP function On Spanning Tree—STP Config—STP Config page,
enable STP function and select MSTP version.
On Spanning Tree—~STP Config—Port Config page,
enable MSTP function for the port.
3 Configure the region name and | On Spanning Tree—MSTP Instance—Region

the revision of MST region

Config page, configure the region as TP-LINK and
keep the default revision setting.

Configure VLAN-to-Instance
mapping table of the MST region

On Spanning Tree—MSTP Instance—Instance
Config page, configure VLAN-to-Instance mapping
table. Map VLAN 101, 103 and 105 to Instance 1; map
VLAN 102, 104 and 106 to Instance 2.

e Configure Switch B:

Step | Operation Description
1 Configure ports On VLAN—802.1Q VLAN page, configure the link
type of the related ports as Tagged, and add the ports
to VLAN101-VLAN106. The detailed instructions can
be found in the section 802.1Q VLAN.
2 Enable STP function On Spanning Tree—~STP Config—STP Config page,

enable STP function and select MSTP version.

On Spanning Tree—~STP Config—Port Config page,
enable MSTP function for the port.
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3 Configure the region name and | On Spanning Tree—MSTP Instance—Region
the revision of MST region Config page, configure the region as TP-LINK and
keep the default revision setting.
4 Configure VLAN-to-Instance | On Spanning Tree—MSTP Instance—Instance
mapping table of the MST region | Config page, configure VLAN-to-Instance mapping
table. Map VLAN 101, 103 and 105 to Instance 1; map
VLAN 102, 104 and 106 to Instance 2.
5 Configure switch B as the root | On Spanning Tree—MSTP Instance—Instance
bridge of Instance 1 Config page, configure the priority of Instance 1 to be
0.
6 Configure switch B as the | On Spanning Tree—MSTP Instance—Instance

designated bridge of Instance 2

Config page, configure the priority of Instance 2 to be
4096.

e Configure Switch C:

Step

Operation

Description

1

Configure ports

On VLAN—802.1Q VLAN page, configure the link
type of the related ports as Tagged, and add the ports
to VLAN101-VLAN106. The detailed instructions can
be found in the section 802.1Q VLAN.

2 | Enable STP function On Spanning Tree—STP Config—STP Config
page, enable STP function and select MSTP version.
On Spanning Tree—STP Config—Port Config
page, enable MSTP function for the port.
3 Configure the region name and | On Spanning Tree—~MSTP Instance—Region
the revision of MST region Config page, configure the region as TP-LINK and
keep the default revision setting.
4 Configure VLAN-to-Instance | On Spanning Tree—MSTP Instance—Instance
mapping table of the MST region | Config page, configure VLAN-to-Instance mapping
table. Map VLAN101, 103 and 105 to Instance 1; map
VLAN102, 104 and 106 to Instance 2.
5 Configure switch C as the root | On Spanning Tree—MSTP Instance—Instance
bridge of Instance 1 Config page, configure the priority of Instance 1 to be
4096.
6 Configure switch C as the root | On Spanning Tree—~MSTP Instance—Instance

bridge of Instance 2

Config page, configure the priority of Instance 2 to be
0.

e Configure Switch D:

Step

Operation

Description

1

Configure ports

On VLAN—802.1Q VLAN page, configure the link
type of the related ports as Tagged, and add the ports
to VLAN101-VLAN106. The detailed instructions can
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be found in the section 802.1Q VLAN.

2 | Enable STP function On Spanning Tree—STP Config—STP Config
page, enable STP function and select MSTP version.

On Spanning Tree—STP Config—Port Config
page, enable MSTP function for the port.

3 | Configure the region name and | On Spanning Tree—MSTP Instance—Region
the revision of MST region Config page, configure the region as TP-LINK and
keep the default revision setting.

4 Configure VLAN-to-Instance | On Spanning Tree—MSTP Instance—Instance
mapping table of the MST region | Config page, configure VLAN-to-Instance mapping
table. Map VLAN101, 103 and 105 to Instance 1; map
VLAN102, 104 and 106 to Instance 2.

e The configuration procedure for switch E and F is the same with that for switch D.
» The topology diagram of the two instances after the topology is stable

e For Instance 1 (VLAN101, 103 and 105), the red paths in the following figure are connected
links; the gray paths are the blocked links.

Switch A

=,

Switch C

Switch D Switch E Switch F

e For Instance 2 (VLAN102, 104 and 106), the blue paths in the following figure are connected
links; the gray paths are the blocked links.
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Switch A

Switch B

Switch D Switch E Switch F
> Suggestion for Configuration

Enable TC Protect function for all the ports of switches.

Enable Root Protect function for all the ports of root bridges.

Enable Loop Protect function for the non-edge ports.

Enable BPDU Protect function or BPDU Filter function for the edge ports which are connected to
the PC and server.

Return to CONTENTS
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Chapter 8 Multicast

» Multicast Overview

In the network, packets are sent in three modes: unicast, broadcast and multicast. In unicast, the
source server sends separate copy information to each receiver. When a large number of users
require this information, the server must send many pieces of information with the same content to
the users. Therefore, large bandwidth will be occupied. In broadcast, the system transmits
information to all users in a network. Any user in the network can receive the information, no
matter the information is needed or not.

Point-to-multipoint multimedia business, such as video conferences and VoD (video-on-demand),
plays an important part in the information transmission field. Suppose a point to multi-point service
is required, unicast is suitable for networks with sparsely users, whereas broadcast is suitable for
networks with densely distributed users. When the number of users requiring this information is
not certain, unicast and broadcast deliver a low efficiency. Multicast solves this problem. It can
deliver a high efficiency to send data in the point to multi-point service, which can save large
bandwidth and reduce the network load. In multicast, the packets are transmitted in the following
way as shown in Figure 8-1.

r T Multicast Source [
+ = Multicast Streams |

Router

| }

Switch 1 Switch 2 ﬁ

Switch 3 a l

PC PC Receiver 1 Receiver 2

Figure 8-1 Information transmission in the multicast mode
Features of multicast:
1. The number of receivers is not certain. Usually point-to-multipoint transmission is needed;

2. Multiple users receiving the same information form a multicast group. The multicast
information sender just need to send the information to the network device once;

3. Each user can join and leave the multicast group at any time;

4. Real time is highly demanded and certain packets drop is allowed.
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» IPv4 Multicast Address
1. IPv4 Multicast IP Address:

As specified by IANA (Internet Assigned Numbers Authority), Class D IP addresses are used as
destination addresses of multicast packets. The multicast IP addresses range from
224.0.0.0~239.255.255.255. The following table displays the range and description of several
special multicast IP addresses.

Multicast IP address range | Description

224.0.0.0~224.0.0.255 Reserved multicast addresses for routing protocols
and other network protocols

224.0.1.0~224.0.1.255 Addresses for video conferencing

239.0.0.0~239.255.255.255 | Local management multicast addresses, which are
used in the local network only

Table 8-1 Range of the special multicast IP
2. IPv4 Multicast MAC Address:

When a unicast packet is transmitted in an Ethernet network, the destination MAC address is the
MAC address of the receiver. When a multicast packet is transmitted in an Ethernet network, the
destination is not a receiver but a group with uncertain number of members, so a multicast MAC
address, a logical MAC address, is needed to be used as the destination address.

As stipulated by IANA, the high-order 24 bits of a multicast MAC address begins with 01-00-5E
while the low-order 23 bits of a multicast MAC address are the low-order 23 bits of the multicast IP
address. The mapping relationship is described as Figure 8-2.

|
0 | 7 | 15 23 31
32-bit IPv4  [1110 : |
address |
23-bit |
5bits :
MAC Aderess ! ¥ mapping Y
I
00000001 00000000 | 0101 | 1110 |0,

1
01 e 00 — 5E

Figure 8-2 Mapping relationship between multicast IPv4 address and multicast MAC address

The high-order 4 bits of the IP multicast address are 1110, identifying the multicast group. Only 23
bits of the remaining low-order 28 bits are mapped to a multicast MAC address. In that way, 5 bits
of the IP multicast address is not utilized. As a result, 32 IP multicast addresses are mapped to the
same MAC addresses.

» IPv6 Multicast Address
1. IPv6 Multicast Address

An IPv6 multicast address is an identifier for a group of interfaces, and has the following format:
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32 bits
8 4 4 16

OxFF Flags Scope

Group ID (112 bits)

o OXFF at the start of the address identifies the address as being a multicast address.

e Flags have 4 bits:

ORIP|T

(1) The high-order flag is reserved, and must be initialized to 0.

2) R: Set to 0 to indicate this IPv6 multicast address does not contain an embedded RP
address; set to 1 to indicate this IPv6 multicast address contains an embedded RP address.
When this bit is set to 1, the P and T bits must also be set to 1.

(3) P: Setto 0 to indicate this IPv6 multicast address is not based on a unicast prefix; setto 1 to
indicate this IPv6 multicast address is based on a unicast prefix. When this bit is set to 1,
the T bit must also be set to 1.

4) T: Set to 0 to indicate that this address is an IPv6 multicast address permanently assigned
by the Internet Assigned Numbers Authority (IANA); set to 1 to indicate that this address is
a transient, or dynamically assigned IPv6 multicast address.

e Scope is a 4-bit value used to limit the scope of the multicast group. The values are as follows:

Value Indication

0. 3. F reserved

1 Interface-Local scope

2 Link-Local scope

4 Admin-Local scope

5 Site-Local scope

6. 7. 9~D unassigned

8 Organization-local scope
E Global scope

Table 8-2 Indications of the Scope

e Group ID: 112 bits, IPv6 multicast group identifier that uniquely identifies an IPv6 multicast

group in the scope defined by the Scope field.
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Reserved Multicast Addresses:

Address Indication

FFO1::1 All interface-local IPv6 nodes

FF02::1 All link-local IPv6 nodes

FFO1::2 All interface-local IPv6 routers

FF02::2 All link-local IPv6 routers

FFO05::2 All site-local IPv6 routers

FFOX:: X ranges from 0 to F. These multicast addresses are
reserved and shall never be assigned to any multicast
group.

Table 8-3 Reserved IPv6 Multicast Addresses

The solicited-node multicast address is a multicast group that corresponds to an IPv6 unicast or
anycast address. It is usually used for obtaining the Layer 2 link-layer addresses of neighboring
nodes within the local-link or applied in IPv6 Duplicate Address Detection. A node is required to
join the associated Solicited-Node multicast addresses for all unicast and anycast addresses that
have been configured for the node's interfaces.

IPv6 Solicited-Node Multicast Address Format:
FF02:0:0:0:0:1:FFXX:XXXX

The IPv6 solicited-node multicast address has the prefix FF02:0:0:0:0:1:FF00:0000/104
concatenated with the 24 low-order bits of a corresponding IPv6 unicast or anycast address.

2. IPv6 Multicast MAC Address

The high-order 16 bits of an IPv6 multicast MAC address begins with 0x3333 while the low-order
32 bits of an IPv6 multicast MAC address are the low-order 32 bits of the IPv6 multicast IP address.
The mapping relationship is described as the following figure:

128-bit IPv6 address

FF1E 0000 0000 0000 0000 0000 0101 130B

32-bit

| |
| _ |
| |
¥ Y

48-bit MAC address | 3333 0101 130B

——

16-bit prefix MAC
address

Figure 8-3 Mapping relationship between multicast IPv6 address and multicast IPv6 MAC address

The high-order 16 bits of the IP multicast address are 0x3333, identifying the IPv6 multicast group.
The low-order 32 bits of the IPv6 multicast IP address are mapped to the multicast MAC address.
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» Multicast Address Table

The switch is forwarding multicast packets based on the multicast address table. As the
transmission of multicast packets cannot span the VLAN, the first part of the multicast address
table is VLAN ID, based on which the received multicast packets are forwarded in the VLAN
owning the receiving port. The multicast address table is not mapped to an egress port but a group
port list. When forwarding a multicast packet, the switch looks up the multicast address table
based on the destination multicast address of the multicast packet. If the corresponding entry
cannot be found in the table, the switch will broadcast the packet in the VLAN owning the receiving
port. If the corresponding entry can be found in the table, it indicates that the destination address
should be a group port list, so the switch will deliver this multicast data to each port. The general
format of the multicast address table is described as Figure 8-4 below.

[ VLANID | MulticastIP | Port |
Figure 8-4 Multicast Address Table

» IGMP Snooping

In the network, the hosts apply to the near router for joining (leaving) a multicast group by sending
IGMP (Internet Group Management Protocol) messages. When the up-stream device forwards
down the multicast data, the switch is responsible for sending them to the hosts. IGMP Snooping is
a multicast control mechanism, which can be used on the switch for dynamic registration of the
multicast group. The switch, running IGMP Snooping, manages and controls the multicast group via
listening to and processing the IGMP messages transmitted between the hosts and the multicast
router, thereby effectively prevents multicast groups being broadcasted in the network.

> MLD Snooping

Multicast Listener Discovery (MLD) snooping is applied for efficient distribution of IPv6 multicast
data to clients and routers in a Layer 2 network. With MLD snooping, IPv6 multicast data is
selectively forwarded to a list of ports that want to receive the data, instead of being flooded to all
ports in a VLAN. The list is constructed and maintained by snooping IPv6 multicast control packets.
MLD snooping performs a similar function in IPv6 as IGMP snooping in IPv4.

The Multicast module is mainly for multicast management configuration of the switch, including
three submenus: IGMP Snooping, MLD Snooping and Multicast Table.

8.1 IGMP Snooping

> IGMP Snooping Process

The switch, running IGMP Snooping, listens to the IGMP messages transmitted between the host
and the router, and tracks the IGMP messages and the registered port. When receiving IGMP
report message, the switch adds the port to the multicast address table; when the switch listens to
IGMP leave message from the host, the router sends the Group-Specific Query message of the
port to check if other hosts need this multicast, if yes, the router will receive IGMP report message;
if no, the router will receive no response from the hosts and the switch will remove the port from
the multicast address table. The router regularly sends IGMP query messages. After receiving the
IGMP query messages, the switch will remove the port from the multicast address table if the
switch receives no IGMP report message from the host within a period of time.

> IGMP Messages
The switch, running IGMP Snooping, processes the IGMP messages of different types as follows.
1. IGMP Query Message

IGMP query message, sent by the router, falls into two types, IGMP general query message and
IGMP group-specific-query message. The router regularly sends IGMP general message to query

95



if the multicast groups contain any member. When receiving IGMP leave message, the receiving
port of the router will send IGMP group-specific-query message to the multicast group and the
switch will forward IGMP group-specific-query message to check if other members in the multicast
group of the port need this multicast.

When receiving IGMP general query message, the switch will forward them to all other ports in the
VLAN owning the receiving port. The receiving port will be processed: if the receiving port is not a
router port yet, it will be added to the router port list with its router port time specified; if the
receiving port is already a router port, its router port time will be directly reset.

When receiving IGMP group-specific-query message, the switch will send the group-specific query
message to the members of the multicast group being queried.

2. IGMP Report Message

IGMP report message is sent by the host when it applies for joining a multicast group or responses
to the IGMP query message from the router.

When receiving IGMP report message, the switch will send the report message via the router port
in the VLAN as well as analyze the message to get the address of the multicast group the host
applies for joining. The receiving port will be processed: if the receiving port is a new member port,
it will be added to the multicast address table with its member port time specified; if the receiving
port is already a member port, its member port time will be directly reset.

3. IGMP Leave Message

The host, running IGMPv1, does not send IGMP leave message when leaving a multicast group,
as a result, the switch cannot get the leave information of the host momentarily. However, after
leaving the multicast group, the host does not send IGMP report message any more, so the switch
will remove the port from the corresponding multicast address table when its member port time
times out. The host, running IGMPv2 or IGMPv3, sends IGMP leave message when leaving a
multicast group to inform the multicast router of its leaving.

When receiving IGMP leave message, the switch will forward IGMP group-specific-query message
to check if other members in the multicast group of the port need this multicast and reset the
member port time to the leave time. When the leave time times out, the switch will remove the port
from the corresponding multicast group. If no other member is in the group after the port is
removed, the switch will send IGMP leave message to the router and remove the whole multicast

group.
> IGMP Snooping Fundamentals

1. Ports

Router Port: Indicates the switch port directly connected to the multicast router.
Member Port: Indicates a switch port connected to a multicast group member.
2. Timers

Router Port Time: Within the time, if the switch does not receive IGMP query message from the
router port, it will consider this port is not a router port any more. The default value is 300 seconds.

Member Port Time: Within the time, if the switch does not receive IGMP report message from the
member port, it will consider this port is not a member port any more. The default value is 260
seconds.

Leave Time: Indicates the interval between the switch receiving a leave message from a host and
the switch removing the host from the multicast groups. The default value is 1 second.
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The IGMP Snooping function can be implemented on the following pages: Snooping Config,
VLAN Config, Port Config, IP-Range, Multicast VLAN, Static Multicast IP and Packet
Statistics.

8.1.1 Snooping Config

To configure the IGMP Snooping on the switch, please firstly configure IGMP global configuration
and related parameters on this page.

If the multicast address of the received multicast data is not in the multicast address table, the
switch will broadcast the data in the VLAN. When Unknown Multicast Discard feature is enabled,
the switch drops the received unknown multicast so as to save the bandwidth and enhance the
process efficiency of the system. Please configure this feature appropriate to your needs.

Choose the menu Multicast —IGMP Snooping —Snooping Config to load the following page.
Glokal Config
IGMP Snooping: O Enable @ Disable

Unknown Multicast & Farward ©  Discard

IGMP Snooping Status

Description mMember
Enahbled Fort
Enabled YWLAM
[ Refresh ] [ Help ]
Hote:

IGMP Snooping will take effect onlywhen Global Caonfig, Port Config and YLAM Caonfig are all enahled.
Figure 8-5 Basic Config

The following entries are displayed on this screen:

> Global Config

IGMP Snooping: Select Enable/Disable IGMP Snooping function globally on the
switch.
Unknown Multicast: Select the operation for the switch to process unknown multicast,

Forward or Discard.

> IGMP Snooping Status

Description: Displays IGMP Snooping status.

Member: Displays the member of the corresponding status.

8.1.2 VLAN Config

Multicast groups established by IGMP Snooping are based on VLANs. On this page you can
configure different IGMP parameters for different VLANSs.
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Choose the menu Multicast—IGMP Snooping—VLAN Config to load the following page.

WLAM Config
VLAN 1D
Router Port Time: 300
Member Port Time:  |260
Leave Time: 1

Static Router Ports:

VLAM Table

Select VLAMID Router Port Time
Ol

(1-4094)

sec (G0-600, recommended: 300)

sec (60-600, recommended: 260)

sec(1-30, recommended: 1}

(Format: 1-3,6,8)

VLAN ID

Memhber Port Time Leave Time Router Fort

[ Apply ] [Delete] l Help ]

Hote:

The settings here will be invalid when multicast VLAN is enabled.

Figure 8-6 VLAN Config

The following entries are displayed on this screen:

> VLAN Config

VLAN ID:

Router Port Time:

Member Port Time:

Leave Time:

Static Router Ports:

> VLAN Table

VLAN ID Select:

Select:
VLAN ID:

Router Port Time:

Enter the VLAN ID to enable IGMP Snooping for the desired
VLAN.

Specify the aging time of the router port. Within this time, if the
switch doesn’t receive IGMP query message from the router port,
it will consider this port is not a router port any more.

Specify the aging time of the member port. Within this time, if the
switch doesn’t receive IGMP report message from the member
port, it will consider this port is not a member port any more.

Specify the interval between the switch receiving a leave message
from a host and the switch removing the host from the multicast
groups.

Enter the static router port which is mainly used in the network
with stable topology.

Click the Select button to quick-select the corresponding VLAN ID
based on the ID number you entered.

Select the desired VLAN ID for configuration. It is multi-optional.
Displays the VLAN ID.

Displays the router port time of the VLAN.
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Member Port Time: Displays the member port time of the VLAN.

Leave Time: Displays the leave time of the VLAN.
Router Port: Displays the router port of the VLAN.
Note:

The settings here will be invalid when

Configuration procedure:

multicast VLAN is enabled

Step | Operation

Description

1 Enable IGMP  Snooping

Required. Enable IGMP Snooping globally on the switch

function and for the port on Multicast—~IGMP
Snooping—Snooping Config and Port Config page.
2 Configure the multicast | Optional. Configure the multicast parameters for VLANs on

parameters for VLANs

Multicast—IGMP Snooping—VLAN Config page.

If a VLAN has no multicast parameters configuration, it
indicates the IGMP Snooping is not enabled in the VLAN,
thus the multicast data in the VLAN will be broadcasted.

8.1.3 Port Config

On this page you can configure the I1G

MP feature for ports of the switch.

When the switch receives IGMP report message, it examines the multicast filtering IP ID
configured on the access port to determine if the port can join the multicast group. If the multicast
IP is not filtered, the switch will add the port to the forward port list of the multicast group.

Otherwise, the switch will drop the

IGMP report message. In that way, you can control the

multicast groups that users can access.

Choose the menu Multicast —IGMP Snooping —Port Config to load the following page.

Port Config
Por

Select Port  IGMP Snooping FastlLeave Filter Action Mode Bound IP-Range (D) Max Groups LAG

F] Disable w Disable | |Disable » | | Permit

F 1 Disable Disable Disable permit 256 — -

| 2 Disahle Disable Disable permit 2586 -

F 3 Disable Disable Disable permit 256 —

| 4 Disahle Disable Disable permit 256 -

F 5 Disable Disable Disable permit 256 —

| B Disahle Disable Disable permit 256 —

F 7 Disable Disable Disable permit 256 —

O 8 Disable Disahle Disahle permit 256 —

O 9 Disable Disable Disable permit 256 —

F 10 Disable Disable Disable permit 256 —

O 11 Disahle Disable Disable permit pdal il —

F 12 Disable Disable Disable permit 256 — -
Mote:

1. The port filter cenfiguration here has no effect on static multicast IP.
2. Upto 15 IP-Ranges can be bound to one port. Please input the Bound IP-Range (1D} in the format like: 1,5,8.

Figure 8-7 Port Config
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The following entries are displayed on this screen:

>

3.
4.
5.

Port Config

Port Select:

Select:

Port:
IGMP Snooping:

Fast Leave:

Filter:

Action Mode:

Bound IP-Range
(ID):

Max Groups:

LAG:

Note:

Click the Select button to quick-select the corresponding port
based on the port number you entered.

Select the desired port for IGMP Snooping feature configuration. It
is multi-optional.

Displays the port of the switch.
Select Enable/Disable IGMP Snooping for the desired port.

Select Enable/Disable Fast Leave feature for the desired port. If
Fast Leave is enabled for a port, the switch will immediately
remove this port from the multicast group upon receiving IGMP
leave messages.

Select Enable/Disable multicast filtering feature on the port.

Select the action mode to process multicast packets when the

multicast IP is in the filtering IP-range.

® Permit: Only the multicast packets whose multicast IP is in the
IP-range will be processed.

® Deny: Only the multicast packets whose multicast IP is not in
the IP-range will be processed.

Enter the IP-range ID the port will be bound to. The binding
IP-range IDs of the port can be cleared by entering null value in
this field and click Apply button to submit the configuration.

Specify the maximum number of multicast groups to prevent some
ports taking up too much bandwidth.

Displays the LAG number which the port belongs to.

Fast Leave on the port is effective only when the host supports IGMPv2 or IGMPv3.

When both Fast Leave feature and Unknown Multicast Discard feature are enabled, the
leaving of a user connected to a port owning multi-user will result in the other users
intermitting the multicast business.

Multicast Filter feature can only have effect on the VLAN with IGMP Snooping enabled.

Multicast Filter feature has no effect on static multicast IP.

Up to 15 IP-Ranges can be bound to one port.

8.1.4 IP-Range

On this page you can figure the desired IP-ranges to be filtered.
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Choose the menu Multicast—IGMP Snooping—IP-Range to load the following page.

Create IP-Range

IP-Range ID: (1-30

Start Multicast IP: (Format 225.0.0.13
Create

End Multicast [P: (Format 225.0.0.13

IP-Range Tahle
IP-Range D Select
Select IP-Range 1D Start Multicast IP End wMulticast P

[

[ Apply ] [Delete] [ Help ]

Total IP-Range:0
Figure 8-8 Multicast Filter

The following entries are displayed on this screen:

> Create IP-Range

IP Range ID: Enter the IP-range ID.
Start Multicast IP: Enter start multicast IP of the IP-range you set.
End Multicast IP: Enter end multicast IP of the IP-range you set.

> IP-Range Table

IP-Range ID Select: Click the Select button to quick-select the corresponding IP-range
ID based on the ID number you entered.

Select: Select the desired entry to delete or modify the corresponding
IP-range. It is multi-optional.

IP-Range ID: Displays IP-range ID.
Start Multicast IP: Displays start multicast IP of the IP-range.
End Multicast IP: Displays end multicast IP of the IP-range.

8.1.5 Multicast VLAN

In old multicast transmission mode, when users in different VLANs apply for join the same
multicast group, the multicast router will duplicate this multicast information and deliver each
VLAN owning a receiver one copy. This mode wastes a lot of bandwidth.

The problem above can be solved by configuring a multicast VLAN. By adding switch ports to the
multicast VLAN and enabling IGMP Snooping, you can make users in different VLANs share the
same multicast VLAN. This saves the bandwidth since multicast streams are transmitted only
within the multicast VLAN and also guarantees security because the multicast VLAN is isolated
from user VLANS.
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Before configuring a multicast VLAN, you should firstly configure a VLAN as multicast VLAN and
add the corresponding ports to the VLAN on the 802.1Q VLAN page. If the multicast VLAN is
enabled, the multicast configuration for other VLANs on the VLAN Config page will be invalid, that
is, the multicast streams will be transmitted only within the multicast VLAN.

Choose the menu Multicast—IGMP Snooping—Multicast VLAN to load the following page.

Multicast VLAN
Multicast VLAMN:
VLAM D
Router Port Time:
Member Port Time:
Leave Time:

Router Paorts:

() Enable & Disable

(2-4094)

sec (60-600, recommended: 300) Apply
sec (60-600, recommended: 260)

sec (1-30, recornmended: 1)

(Farmat: 1-3,6,8)

Hote:

1. All IGMP packet will be processed in the Multicast VLAN after Multicast VLAN is created.
2. The Multicast VLAM won't take effect unless you first complete the configuration on the VLAN Config

page.

Figure 8-9 Multicast VLAN

The following entries are displayed on this screen:

» Multicast VLAN

Multicast VLAN:
VLAN ID:

Router Port Time:

Member Port Time:

Leave Time:

Router Ports:

Note:

Select Enable/Disable Multicast VLAN feature.
Enter the VLAN ID of the multicast VLAN.

Specify the aging time of the router port. Within this time, if the
switch doesn’t receive IGMP query message from the router port,
it will consider this port is not a router port any more.

Specify the aging time of the member port. Within this time, if the
switch doesn’t receive IGMP report message from the member
port, it will consider this port is not a member port any more.

Specify the interval between the switch receiving a leave message
from a host, and the switch removing the host from the multicast
groups.

Enter the static router port which is mainly used in the network
with stable topology.

1. The router port should be in the multicast VLAN, otherwise the member ports cannot receive

multicast streams.

2. The Multicast VLAN won't take effect unless you first complete the configuration for the
corresponding VLAN owning the port on the 802.1Q VLAN page.

3. Configure the link type of the router port in the multicast VLAN as Tagged otherwise all the
member ports in the multicast VLAN cannot receive multicast streams.
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4. After a multicast VLAN is created, all the IGMP packets will be processed only within the
multicast VLAN.

Configuration procedure:

Step | Operation Description
1 Enable IGMP Snooping | Required. Enable IGMP Snooping globally on the switch
function and for the port on Multicast—~IGMP

Snooping—Snooping Config and Port Config page.

2 Create a multicast VLAN Required. Create a multicast VLAN and add all the member
ports and router ports to the VLAN on the VLAN—802.1Q
VLAN page.
e Configure the link type of the router ports as Tagged.
3 Configure parameters for | Optional. Enable and configure a multicast VLAN on the
multicast VLAN Multicast—IGMP Snooping—Multicast VLAN page.

It is recommended to keep the default time parameters.

4 Look over the configuration | If it is successfully configured, the VLAN ID of the multicast
VLAN will be displayed in the IGMP Snooping Status table
on the Multicast—IGMP Snooping—Snooping Config

page.

Application Example for Multicast VLAN:

» Network Requirements

Multicast source sends multicast streams via the router, and the streams are transmitted to user A
and user B through the switch.

Router: Its WAN port is connected to the multicast source; its LAN port is connected to the switch.
The multicast packets are transmitted in VLANS.

Switch: Port 3 is connected to the router and the packets are transmitted in VLAN3; port 4 is
connected to user A and the packets are transmitted in VLAN4; port 5 is connected to user B and
the packets are transmitted in VLANS.

User A: Connected to Port 4 of the switch.
User B: Connected to port 5 of the switch.

Configure a multicast VLAN, and user A and B receive multicast streams through the multicast
VLAN.
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> Network Diagram

Multicast Source

Router

Switch
Port 4
Port 5
VLAN4
VLANS
User A User B
> Configuration Procedure
Step | Operation Description
1 Create VLANs Create three VLANs with the VLAN ID 3, 4 and 5 respectively,
and specify the description of VLAN3 as Multicast VLAN on
VLAN—802.1Q VLAN page.
2 Configure ports On VLAN—802.1Q VLAN function pages.

For port 3, configure its link type as Tagged, and add it to VLANS3,
VLAN4 and VLANS.
For port 4, configure its link type as Untagged, and add it to
VLANS3 and VLAN4.
For port 5, configure its link type as Untagged, and add it to
VLAN3 and VLANS.

3 Enable IGMP | Enable IGMP Snooping function globally on Multicast—IGMP
Snooping function Snooping—Snooping Config page. Enable IGMP Snooping
function for port 3, port4 and port 5 on Multicast—IGMP
Snooping—Port Config page.
4 Enable Multicast | Enable Multicast VLAN, configure the VLAN ID of a multicast
VLAN VLAN as 3 and keep the other parameters as default on
Multicast—IGMP Snooping—Multicast VLAN page.
5 Check Multicast VLAN | 3-5 and Multicast VLAN 3 will be displayed in the IGMP

Snooping Status  table on the Multicast—IGMP
Snooping—Snooping Config page.

8.1.6 Static Multicast IP

Static Multicast IP table, isolated from dynamic multicast group and multicast filter, is not learned
by IGMP Snooping. It can enhance the quality and security for information transmission in some
fixed multicast groups.
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Choose the menu Multicast—IGMP Snooping— Static Multicast IP to load the following page.

Create Static Multicast
mMulticast IP:
WLAR D

Forward Port:

Search Option
Search Option: All

Static Multicast IP Tahle
Select hulticast IF

(Format 225.0.0.13

(1-4094)

(Format: 1-3,6,8)

3

WA 1D Forward Port

[

al | [ peete | | He |

Total Static Multicast IP: 0

Figure 8-10 Static Multicast IP Table

The following entries are displayed on this screen:

» Create Static Multicast

Multicast IP: Enter static multicast IP address.
VLAN ID: Enter the VLAN ID of the multicast IP.
Forward Port: Enter the forward port of the multicast group.

» Search Option

Search Option: Select the rules for displaying multicast IP table to find the desired
entries quickly.

® All: Displays all static multicast IP entries.
® Multicast IP: Enter the multicast IP address the desired entry
must carry.
® VLAN ID: Enter the VLAN ID the desired entry must carry.
® Port: Enter the port number the desired entry must carry.
» Static Multicast IP Table
Select: Select the desired entry to delete the corresponding static

multicast IP. It is multi-optional.

Multicast IP: Displays the multicast IP.
VLAN ID: Displays the VLAN ID of the multicast group.
Forward Port: Displays the forward port of the multicast group.

8.1.7 Packet Statistics

On this page you can view the multicast data traffic on each port of the switch, which facilitates you
to monitor the IGMP messages in the network.
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Choose the menu Multicast—IGMP Snooping—Packet Statistics to load the following page.

Alto Refresh

Auto Refresh:

Refresh Period:

|[GMP Statistics

Fort  Query Packet

oo o~ 3 M = W) R =

= |
Z o w
[ S [ Y e I e Y s i s s N s N [ e |

Y
[

O Enable @ Disable

sec (3-300)
Fort Select
Feport Feport Report
Packettv1) Packet(va) Packettva) Leave Packet Error Packet
0 I 1] 0 1] L
0 I 1] 0 1]
0 I 1] 0 1]
0 I 1] 0 1]
0 I 1] 0 1]
n 1] 1] n 1]
0 I 1] 0 1]
0 I 1] 0 1]
0 I 1] 0 1]
0 I 1] 0 1]
0 I 1] 0 1]
0 I 1] 0 0 "
[ Refresh ] [ Clear ] [ Help ]

Figure 8-11 Packet Statistics

The following entries are displayed on this screen:

>

Auto Refresh

Auto Refresh:

Refresh Period:

IGMP Statistics

Port Select:

Port:

Query Packet:

Report Packet (V1):
Report Packet (V2):

Report Packet (V3):

Leave Packet:

Select Enable/Disable auto refresh feature.

Enter the time from 3 to 300 in seconds to specify the auto refresh
period.

Click the Select button to quick-select the corresponding port
based on the port number you entered.

Displays the port number of the switch.

Displays the number of query packets the port received.
Displays the number of IGMPv1 report packets the port received.
Displays the number of IGMPv2 report packets the port received.
Displays the number of IGMPv3 report packets the port received.

Displays the number of leave packets the port received.

106



Error Packet: Displays the number of error packets the port received.

8.2 MLD Snooping

> MLD Snooping

Multicast Listener Discovery (MLD) snooping is applied for efficient distribution of IPv6 multicast
data to clients and routers in a Layer 2 network. With MLD snooping, IPv6 multicast data is
selectively forwarded to a list of ports that want to receive the data, instead of being flooded to all
ports in a VLAN. The list is constructed and maintained by snooping IPv6 multicast control packets.
MLD snooping performs a similar function in IPv6 as IGMP snooping in IPv4.

The switch, running MLD Snooping, listens to the MLD messages transmitted between the host
and the router, and tracks the MLD messages and the registered port. When receiving MLD report
message, the switch adds the port to the multicast address table; when the switch listens to MLD
Done message from the host, the router sends the Multicast-Address-Specific Query message of
the port to check if other hosts need this multicast, if yes, the switch will receive MLD report
message; if no, the switch will receive no response from the hosts and the switch will remove the
port from the multicast address table. The router regularly sends MLD query messages. After
receiving the MLD query messages, the switch will remove the port from the multicast address
table if the switch receives no MLD report message from the host within a period of time.

> MLD Snooping Fundamentals

1. MLD Messages

MLD Queries: MLD Queries include General Queries and Multicast-Address-Specific Queries
(MASQs) and are sent out from the MLD router.

MLD Reports: When a host wants to join a multicast group or responds to the MLD queries, it will
send out an MLD report.

MLD Done Messages: When a host wants to leave a multicast group, it will send out an MLD
Done message to inform the IPv6 multicast routers of its leave.

2. Relevant Ports of the Switch

Router Port: Indicates the switch port that links toward the MLD router.
Member Port: Indicates the switch port that links toward the multicast members.
3. Timers

Router Port Aging Time: Within this time, if the switch does not receive MLD queries from the
router port, it will delete this port from the router port list. The default value is 260 seconds.

Member Port Aging Time: Within this time, if the switch does not receive MLD reports from the
member port, it will delete this port from the MLD multicast group. The default value is 260
seconds.

General Query Interval: The interval between the multicast router sends out general queries.
Last Listener Query Interval: The interval between the switch sends out MASQs.

Last Listener Query Count: The number of MASQs that the switch sends before aging out a
multicast address when there is no MLD report response.
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» MLD Snooping Process
1. General Query

The MLD router regularly sends MLD general queries to query if the multicast groups contain any
members. When receiving MLD general queries, the switch will forward them to all other ports in
the VLAN. The receiving port will be processed: if the receiving port is not a router port yet, it will
be added to the router port list with its router port aging time specified; if the receiving port is
already a router port, its router port aging time will be directly reset.

2. Membership Report

The host will send MLD report messages when it applies for joining a multicast group or responds
to the MLD query message from the router.

When receiving MLD report message, the switch will forward the report message via the router
port in the VLAN, and analyze the message to get the address of the multicast group the host
applies for joining. If the multicast group does not exist, it will create the group entry. The receiving
port will be processed: if the receiving port is a new member port, it will be added to the forward list
of the multicast group with its member port aging time specified; if the receiving port is already a
member port, its member port aging time will be directly reset.

3. Member Leave

The host will send MLD Done message when leaving a multicast group to inform the router of its
leaving.

When Immediate Leave is not enabled in a VLAN and a Done message is received on a port of
this VLAN, the switch will generate MASQs on this port to check if there are other members in this
multicast group. The user can control when a port membership is removed for an exiting address
in terms of the number and interval of MASQs. If there is no Report message received from this
port during the switch maximum response time, the port on which the MASQ was sent is deleted
from the multicast group. If the deleted port is the last member of the multicast group, the multicast
group is also deleted. The switch will send Done message to the router ports of the VLAN.

In IPv6, Layer 2 switches can use Multicast Listener Discovery (MLD) Snooping to limit the
flooding of multicast traffic by dynamically configuring Layer 2 interfaces so that IPv6 multicast
data is selectively forwarded to a list of ports that want to receive the data. This list is constructed
by snooping IPv6 multicast control packets.

The MLD Snooping function can be implemented on Global Config, VLAN Config, Filter Config,
Port Config, Static Multicast, Querier Config and Packet Statistics pages.

8.2.1 Global Config

To configure the MLD Snooping on the switch, please firstly configure MLD global configuration
and related parameters on this page.
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Chose the menu Multicast—MLD Snooping—Global Config to load the following page.

Global Config

MLD Snooping:

Report Message Suppression:

Unknown Multicast Filter:
Router Port Aging Time:

Member Port Aging Time:

Last Listener Query Interval:

Last Listener Query Count:

Multicast VLAM:
Multicast VLAM ID:

O Enable @ Disable

® Enable O Disable

® Forward O Discard

260 sec (1-1000)

260 sec (200-1000)
L sec (1-5) -HE|D
2 (1-7)

O Enable @ Disable

1 (1-4094)

Hote:

1. When Unknown Multicast Filter is configured, the Unknown Multicast function in IGMP Snooping is alsa

configured at the same time.

2. Multicast VLAMN will take effect when the corresponding VLAM has been created in VLAM Config page.

Figure 8-12 Global Config

The following entries are displayed on this screen:

>

Global Config
MLD Snooping:

Report
Suppression:

Message

Unknown Multicast
Filter:
Router Port Aging
Time:

Member Port Aging
Time:

Last Listener Query
Interval:

Enable or disable MLD Snooping function globally.

Enable or disable Report Message Suppression function globally.
If this function is enabled, the first Report Message from the
listener will forward to the router ports while the subsequent
Report Message from the group will be suppressed to reduce the
MLD traffic in the network.

Choose to forward or drop unknown multicast data.

Unknown IPv6 multicast packets refer to those packets without
corresponding forwarding entries in the IPv6 multicast table:

When unknown multicast filter is enabled, the switch will discard
all received unknown IPv6 multicast packets;

When unknown multicast filer is disabled, all unknown IPv6
multicast packets are flooded in the ingress VLAN.

Enter the global router port aging time. If the router port does not
receive Query Message in the aging time, it will be aged.

Enter the global member port aging time. If the member port
does not receive Report Message in the aging time, it will be
aged.

Enter the Last Listener Query interval time. When the multicast
group has no more member ports, it will send the Specific Query
Message with this interval time to check whether there is another
listener.

109



Last Listener Query
Count:

Multicast VLAN:

Multicast VLAN ID:

Enter the Last Listener Query numbers. When the multicast
group has no more member ports, it will send this numbers of

Specific Query Message to check whether there is another
listener.

Enable or disable multicast VLAN function. When multicast

VLAN is enabled, all multicast data will forward in this VLAN if
this port belongs to the VLAN.

Note:

Enter the multicast VLAN ID.

1. When Unknown Multicast Filter is configured, the Unknown Multicast function in IGMP
Snooping is also configured at the same time.

2. Configurations of the Router Port Aging Time and Member Port Aging Time in 8.2.2 VLAN
Config override their global configurations here.

3. Before creating a Multicast VLAN, you should enable the MLD snooping function in this VLAN
in 8.2.2 VLAN Config.

Configuration Procedure of Multicast VLAN:

Step | Operation Description
1 Create VLAN. Required. On the VLAN —802.1Q VLAN —VLAN Config
page, click the Create button to create a VLAN. Enter the
VLAN ID and the description for the VLAN. Meanwhile,
specify its member ports.
2 Enable MLD  Snooping | Required. On the Multicast - MLD Snooping —Global

globally.

Config page, enable the MLD Snooping function globally.

3 Enable MLD Snooping in the | Required. On the Multicast —MLD Snooping —VLAN
VLAN. Config page, specify the VLAN ID as the VLAN created in

step 1.
4 Enable the Multicast VLAN. | Required. On the Multicast —MLD Snooping —Global

Config page, enable the Multicast VLAN function and
specify the Multicast VLAN ID as the VLAN specified in
Step 1.

8.2.2 VLAN Config

On this page you can configure MLD Snooping function with each single VLAN. You need to
create VLAN if you want to enable MLD Snooping function in this VLAN.
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Choose the menu Multicast—MLD Snooping—VLAN Config to load the following page.

WLAM Config
WLAMN 1D
Router Part Aging Time: 1]
Member Part Aging Time: 1]

Immediate Leave:

Static Router Ports:

{1-4094)
sec (0-1000)

sec (0, 200-1000)

O Enable @ Disable

(Format: 1-3,6,8)

WLAN 1D

Static Router Parts Dynamic Router Ports

WLAN Table
Router Port Member Port  Immediate
el LA D Aging Time  Aging Time
O
O 1 200 400
[ 4094 300 400

Leave
Enahle
Enahle 2
Disable 2,4,68,1012,14,16,18,20,22,24 2,468101214,1618,20,22,24

[ Apply ] [Delete] [ Help ]

Total Configured WLANS: 2
Note:

1. The VLA canfiguartion will take effectwhen glohal MLD Snooping function is enabled and the corresponding WLAN is created.
2. %hen the router part aging time ar member port aging time is set for a WLAN, this value overrides the value configured globally.

3.When the aging time is not configured {setto the default of 0 secand), the global value is used.

Figure 8-13 VLAN Config

The following entries are displayed on this screen:

>

VLAN Config
VLAN ID:

Router
Time:

Port Aging
Member Port Aging
Time:

Immediate Leave:

Static Router Ports:

VLAN Table
Select:

VLAN ID:

Router
Time:

Port Aging

Member Port Aging
Time:

Immediate Leave:

Enter the VLAN ID you want to configure.

Enter the router port aging time for this VLAN. It will override the
global configured aging time.

Enter the member port aging time for this VLAN. It will override
the global configured aging time.

Enable or disable immediate leave function for this VLAN. If this
function is enabled, the multicast group member port will be
deleted immediately if Done Message receive, not sending
Specific Query for listener checking.

Enter the static router ports for this VLAN. Static router ports will
not be aged.

Select the VLAN ID you want to change.
Displays the VLAN ID.

Displays the router port aging time of this VLAN.

Displays the member port aging time of this VLAN.

Displays the immediate leave function of this VLAN. You should
only use the Immediate-Leave feature when there is a single
receiver present on every port in the VLAN. If the immediate
leave function is enabled on a port with several listeners in the
same IPv6 multicast group, these listeners will fail to receive the
IPv6 multicast packets after one of them leave this group.
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Static Router Ports: Displays the static router ports of this VLAN.

Dynamic Router Displays the dynamic router ports of this VLAN.
Ports:

Note:

1. The MLD snooping function in a VLAN will take effect when global MLD Snooping function is
enabled in_8.2.1 Global Config and the VLAN is created in Chapter 6 VLAN.

2. When the router port aging time or member port aging time is set for a VLAN, this value
overrides the value configured globally in 8.2.1 Global Config.

8.2.3 Filter Config

When the switch receives MLD report messages, it examines the multicast filtering ID and filter
mode configured on the access port to determine if the port can join the multicast group. If the port
can join the multicast group, the switch will add the port to the forward ports list of the multicast
group. Otherwise, the switch will drop the MLD report messages. In that way, you can control the
multicast groups that users can join in.

Choose the menu Multicast—MLD Snooping—Filter Config to load the following page.

Filter Config
Filter ID: (1-30)
Start Multicast IP- (Format FF03-AD45:3444)
End Multicast IP: (Format: FFO3:AD45:5432)
Filter List
Filter ID
Select  Filter ID Start Multicast IP End Multicast IP
O
[ Apply ] [ Delete ] [ Help ]
Total Filters: 0
Figure 8-14 Filter Config
The following entries are displayed on this screen:
> Filter Config
Filter ID: Enter the Filter ID which identifies the filter.
Start Multicast IP: Enter the start of the IP range.
End Multicast IP: Enter the end of the IP range.
>  Filter List
Select: Select the filter ID you want to change.
Filter ID: Displays the filter ID number.
Start Multicast IP: Displays the start of the IP range.
End Multicast IP: Displays the end of the IP range.
Note:

The max number of filter entries is 30.
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8.2.4 Port Config

On this page you can configure MLD Snooping function with each single port.

Choose the menu Multicast—MLD Snooping—Port Config to load the following page.

Part Config
Por

Select Port Filter Filter Mode Filter IDs Max Groups LAG

[F] Disable + | |Accept

| 1 Disable Accept = 128 = =

O 2 Disable Accept = 128 =

O 3 Disahle Accept - 128 -

O 4 Disable Accept = 128 =

| 5 Disable Accept = 128 =

O [ Disable Accept = 128 =

O 7 Disahle Accept - 128 -

O ] Disable Accept = 128 =

| ] Disable Accept = 128 =

O 10 Disable Accept = 128 =

O 1 Disable Accept S 128 S

O 12 Disable Accept = 128 = =
Note:

1. The port fiter configuration here has no effect on static Multicast IP.
2. Up to 15 filters can be bound to one port. Please inputthe bound filter 1D in the format like: 1,5,8.
3. Ifthe Max Groups value is set less than the current value, some groups may be deleted to satisfy the restriction.

Figure 8-15 Port Config
The following entries are displayed on this screen:

> Port Config

Select: Select the port you want to configure.

Port: Displays the port number.

Filter: Choose to enable or disable filter function in this port.
Filter Mode: Choose the filter action mode. You can accept or

refuse Report message with specific multicast groups
specify by the filter IDs.

Filter IDs: Enter the filter IDs with this port. The filter IDs are
configured in Filer Config. The format is 1,4,12.

The max number of filter entries on each port is 15.

Max Groups: Enter the maximum groups which the port can join as
the member port. It ranges from 0 to 256.

LAG: Displays the LAG number.

Note:

If the Max Groups value is set less than the current value, some groups may be deleted to satisfy
the restriction.

8.2.5 Static Multicast

On this page you can configure static multicast groups. The multicast groups configured here are
not learned by MLD Snooping and independent of dynamic multicast groups and multicast filters.
The static multicast member ports won’t age out.

113



Choose the menu Multicast—MLD Snooping— Static Multicast to load the following page.

Static Multicast Config

VLAN ID: (1-4004)
Multicast IP- (Format FF03-C2D5:2313)
Mermber Ports: (Format 1-3,6.8)

Static Multicast List

VLAN ID
Select VLANID Multicast IP Member Ports
O
[ appy | [ Deete | [ Hep |
Total Static Multicast: 0
Figure 8-16 Static Multicast Config

The following entries are displayed on this screen:
>  Static Multicast Config

VLAN ID: Enter the VLAN ID.

Multicast IP: Enter the multicast IP address.

Member Ports: Enter the member ports of the static multicast group.
>  Static Multicast List

Select: Select the static multicast group you want to change.

VLAN ID: Displays the VLAN ID.

Multicast IP: Displays the multicast group IP address.

Member Ports: Displays the member ports of the static multicast

group.

8.2.6 Querier Config

In an IPv6 multicast network that runs MLD, a Layer 3 multicast device works as an MLD querier to
send out MLD queries and manage the multicast table. But MLD is not supported by the devices in
Layer 2 network. MLD Snooping Querier can act as an MLD Router in Layer 2 network. It can help
to create and maintain multicast forwarding table on the switch with the Query messages it

generates.

114



Choose the menu Multicast—MLD Snooping—Querier Config to load the following page.

Querier Config
VLAN ID: (1-4094)
Maximum Response Time: 10 sec(1-26)
Creat
CQuery Interval: 25 sec (2-300)
Query Source IF: FE&0::02FF:FFFF:FEQD:0001 (Format: FEBO::ABEC:12EA)
Querier List
VLAN ID
Select VLANID ~MIMMUMRESPONSE  guery nterval Query Source IP
O
[ Apply ] [ Delete ] [ Help ]
Total Queriers: 0
Figure 8-17 Querier Config
The following entries are displayed on this screen:
» Querier Config
VLAN ID: Enter the VLAN ID which you want to start Querier.
Maximum Response Enter the value of Maximum Response Time field of
Time: the Query message.
Query Interval: Enter the Query message interval time. The Querier

will send General Query Message with this interval.

Query Source IP: Enter the Query Message source |IP address. It is
FEB80::02FF:FFFF:FE00:0001 by default.

> Querier List

Select: Select the Querier you want to change.

VLAN ID: Displays the VLAN ID.

Maximum Response Displays the value of Maximum Response Time field
Time: of the Query message.

Query Interval: Displays the Query message interval time.

Query Source IP: Displays the Query message source IP address.
Note:

The MLD Snooping Querier doesn’t participate in the MLD Querier Election, but an MLD Snooping
Querier will affect the MLD Querier Election in the IPv6 network running MLD because of its
relatively smaller IP address.

8.2.7 Packet Statistics

On this page you can view the MLD packets the switch received. It helps you to monitor the MLD
Snooping function.
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Choose the menu Multicast—MLD Snooping—Packet Statistics to load the following page.

Auto Refresh

Auto Refresh: ® Enable O Disable
Fefresh Period: a sec (3-300)

mMLD Packet Statistics

Port

Received MLD Received Received Received MLD Send MLD
Port Query MLDv1 Report  MLDv2 Report Done Spec-query Do PACket
1 0 4 4 0 2 B A
2 I I I g4 i I
3 10 1] 1] 1] 0 1]
4 1] 1] 1] 25 0 1]
] 1] 1] 14 1] 10 1]
] 1] 1] 1] 1] 0 1]
T 1] 10 1] 1] 0 1]
] 1] ] b ] 8 1]
] 1] 12 20 10 20 1]
10 1] 1] 1] 1] 0 1]
1 1] 1] 1] 1] 0 1]
12 0 0 0 0 i 0 v
[ Refresh ] [ Clear I [ Help ]
Figure 8-18 MLD Packet Statistics
The following entries are displayed on this screen:
> Auto Fresh
Auto Fresh: Select Enable/Disable auto fresh feature.
Fresh Period: Enter the time from 3 to 300 seconds to specify the
auto fresh period.
> MLD Packet Statistics
Received MLD Displays the number of MLD Query packets the
Query : switch has received.
Received MLDv1 Displays the number of MLDv1 Report packets which
Report: the switch has received.
Received MLDv2 Displays the number of MLDv2 Report packets which
Report: the switch has received.
Received MLD Done: Displays the number of MLD Done packets which the
switch has received.
Send MLD Displays the number of MLD Specific Query packets

Spec-Query: which the switch has sent.
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Error Packet: Displays the number of error packets which the switch
has received.

8.3 Multicast Table

In a network, receivers can join different multicast groups appropriate to their needs. The switch
forwards multicast streams based on IPv4/IPv6 multicast address table.

The Multicast Table function is implemented on the IPv4 Multicast Table and IPv6 Multicast
Table pages.

8.3.1 IPv4 Multicast Table

On this page you can view the information of the multicast groups already on the switch. Multicast
IP addresses range from 224.0.0.0 to 239.255.255.255. The range for receivers to join is from
224.0.1.0 to 239.255.255.255.

Choose the menu Multicast—Multicast Table—IPv4 Multicast Table to load the following page.

Search Option

] Multicast IP: (Format: 225.0.0.1)

] wLAN ID: (1-4084)
] Port:

] Type: All Static Dynamic

Multicast IP Table
Multicast IP WLAM 1D Forward Port Type

[Refresh] [ Help ]

Total Multicast IP: 0

Figure 8-19 IPv4 Multicast Table
The following entries are displayed on this screen:

» Search Option

Multicast IP: Enter the multicast IP address the desired entry must carry.
VLAN ID: Enter the VLAN ID the desired entry must carry.

Port: Select the port number the desired entry must carry.

Type: Select the type the desired entry must carry.

® All: Displays all multicast IP entries.
@ Static: Displays all static multicast IP entries.

® Dynamic: Displays all dynamic multicast IP entries.
> Multicast IP Table

Multicast IP: Displays multicast IP address.
VLAN ID: Displays the VLAN ID of the multicast group.

Forward Port: Displays the forward port of the multicast group.
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Type: Displays the type of the multicast IP.

8.3.2 IPv6 Multicast Table

This page displays the multicast groups which already on the switch.

Choose the menu Multicast—Multicast Table—IPv6 Multicast Table to load the following page.

Search Option
[ Multicast IP: (Format: FFO3:AD45:3444)
WLAN 1D: 1-4094
- (e
[ Port
[ Type: All Static Dynamic

Multicast IP Table
Multicast IP VLAN ID Forward Fors Type

[Refresh | [ Hep |

Total MulticastIP: 0
Figure 8-20 IPv6 Multicast Table
The following entries are displayed on this screen:

> Search Option

Multicast IP: Enter the multicast IP address the desired entry must
carry.

VLAN ID: Enter the VLAN ID the desired entry must carry.

Port: Select the port number the desired entry must carry.

Type: Select the type the desired entry must carry.

® All: Displays all multicast IP entries.
® Static: Displays all static multicast IP entries.

® Dynamic: Displays all dynamic multicast IP entries.

» Multicast IP Table

Multicast IP: Displays the multicast IP.

VLAN ID: Displays the VLAN ID.

Forward Ports: Displays the forward ports of the group.
Type: Displays the type of the group.

Note:

The max number of multicast entries is 256. The IPv4 multicast table and IPv6 multicast table
share the total entry number of 256.

Return to CONTENTS
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Chapter 9 QoS

QoS (Quality of Service) functions to provide different quality of service for various network
applications and requirements and optimize the bandwidth resource distribution so as to provide a
network service experience of a better quality.

> QoS

This switch classifies the ingress packets, maps the packets to different priority queues and then
forwards the packets according to specified scheduling algorithms to implement QoS function.

Packets are mapped to
different priority queues

L9
Packets sent via this interface Cerer) 5: Packets are forwarded
- @ @@ | / ceeee DER

sesssl ) [j==0s=

Ll

Packets are forwarded
according to the

Packets Scheduling schedule mode

classification
Figure 9-1 QoS function

® Traffic classification: Identifies packets conforming to certain characters according to certain

rules.

® Map: The user can map the ingress packets to different priority queues based on the priority

modes. This switch implements three priority modes based on port, on 802.1P and on DSCP.

® Queue scheduling algorithm: When the network is congested, the problem that many packets
compete for resources must be solved, usually in the way of queue scheduling. The switch
supports four schedule modes: SP, WRR, SP+WRR and Equ.

> Priority Mode

This switch implements three priority modes based on port, on 802.1P and on DSCP. By default, the
priority mode based on port is enabled and the other two modes are optional.

1. Port Priority

Port priority is just a property of the port. After port priority is configured, the data stream will be
mapped to the egress queues according to the CoS of the port and the mapping relationship
between CoS and queues.
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2. 802.1P Priority

Pream.| SFD | DA | SA TypnPT Data FCS

Ethernet Frame
3bit for CoS
{802.1p priority)

PRI CFI VLAN ID 8021 Q/p Tag

Figure 9-2 802.1Q frame

As shown in the figure above, each 802.1Q Tag has a Pri field, comprising 3 bits. The 3-bit priority
field is 802.1p priority in the range of 0 to 7. 802.1P priority determines the priority of the packets
based on the Pri value. On the Web management page of the switch, you can configure different
priority tags mapping to the corresponding priority levels, and then the switch determine which
packet is sent preferentially when forwarding packets. The switch processes untagged packets
based on the default priority mode.

3. DSCP Priority

Longin JEAl Len | 10 | Offset | TTL | Proto | FCS | 1PSA | IPDA | Data

IPvd datagram

IP Precedence

|Pv4 Standard

DS Region

Figure 9-3 IP datagram

As shown in the figure above, the ToS (Type of Service) in an IP header contains 8 bits. The first
three bits indicate IP precedence in the range of 0 to 7. RFC2474 re-defines the ToS field in the IP
packet header, which is called the DS field. The first six bits (bit 0-bit 5) of the DS field indicate
DSCP precedence in the range of 0 to 63. The last 2 bits (bit 6 and bit 7) are reserved. On the Web
management page, you can configure different DS field mapping to the corresponding priority
levels. Non-IP datagram with 802.1Q tag are mapped to different priority levels based on 802.1P
priority mode; the untagged non-IP datagram are mapped based on port priority mode.

> Schedule Mode

When the network is congested, the problem that many packets compete for resources must be
solved, usually in the way of queue scheduling. The switch implements four scheduling queues,
TCO, TC1, TC2 and TC3. TCO has the lowest priority while TC3 has the highest priority. The switch
provides four schedule modes: SP, WRR, SP+WRR and Equ.

1. SP-Mode: Strict-Priority Mode. In this mode, the queue with higher priority will occupy the
whole bandwidth. Packets in the queue with lower priority are sent only when the queue with
higher priority is empty. The switch has four egress queues labeled as TCO, TC1, TC2 and
TC3. In SP mode, their priorities increase in order. TC3 has the highest priority. The
disadvantage of SP queue is that: if there are packets in the queues with higher priority for a
long time in congestion, the packets in the queues with lower priority will be “starved to death”
because they are not served.
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Packets are mapped to
different priority queues

Es 1 | |

’%@4

o)
%0,
o4 Packets in TC3 are
preferentially
forwarded

- o . / L (g T1C2 [ Egress erfece

Packets sent via this interface

= ' i TCS
({8 TCO
Packets 'r
classification SP-Mode

Figure 9-4 SP-Mode

WRR-Mode: Weight Round Robin Mode. In this mode, packets in all the queues are sent in
order based on the weight value for each queue and every queue can be assured of a certain
service time. The weight value indicates the occupied proportion of the resource. WRR queue
overcomes the disadvantage of SP queue that the packets in the queues with lower priority
cannot get service for a long time. In WRR mode, though the queues are scheduled in order,
the service time for each queue is not fixed, that is to say, if a queue is empty, the next queue
will be scheduled. In this way, the bandwidth resources are made full use of. The default
weight value ratio of TCO, TC1, TC2 and TC3 is 1:2:4:8.

Packets are mapped to
different priority queues

o
Ll i Packets in TCO-TC3 are

P forwarded following the
Packets sent via this interface P ratio 1:2:4:8

= @ = / QL TC2 [ Egress interface
= B

o (@ GC] \ o ) GhhOs G
@ @ @ @ \ G TCI . \

G T
Packets WRR-Mode
classification (Weight value:TCO:TC1:TC2:TC3=1:2:4:8)

Figure 9-5 WRR-Mode

SP+WRR-Mode: Strict-Priority + Weight Round Robin Mode. In this mode, this switch
provides two scheduling groups, SP group and WRR group. Queues in SP group and WRR
group are scheduled strictly based on strict-priority mode while the queues inside WRR group
follow the WRR mode. In SP+WRR mode, TC3 is in the SP group; TCO, TC1 and TC2 belong
to the WRR group and the weight value ratio of TCO, TC1 and TC2 is 1:2:4. In this way, when
scheduling queues, the switch allows TC3 to occupy the whole bandwidth following the SP
mode and the TCO, TC1 and TC2 in the WRR group will take up the bandwidth according to
their ratio 1:2:4.
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4. Equ-Mode: Equal-Mode. In this mode, all the queues occupy the bandwidth equally. The
weight value ratio of all the queues is 1:1:1:1.

The QoS module is mainly for traffic control and priority configuration, including three submenus:
DiffServ, Bandwidth Control and Voice VLAN.

9.1 DiffServ

This switch classifies the ingress packets, maps the packets to different priority queues and then
forwards the packets according to specified scheduling algorithms to implement QoS function.

This switch implements three priority modes based on port, on 802.1P and on DSCP, and supports
four queue scheduling algorithms. The port priorities are labeled as CoS0, CoS1... CoS7.

The DiffServ function can be implemented on Port Priority, 802.1P/Cos mapping, DSCP Priority
and Schedule Mode pages.

9.1.1 Port Priority

On this page you can configure the port priority.

Choose the menu QoS— DiffServ—Port Priority to load the following page.

Port Priority Config
Select Port Printity LAG
CoS 0 v
CoS 0 -
CoS 0
CoS 0
CoS 0
CoS o
CoS 0
CoS 0
CoS 0
CoS 0
CoS o LAG1 -

(0| (0 ({0 | | {0 | | (0

=
=

[ Apphy ] [ Help ]

note:

FPuart priarity is one property of the port. When the port priority is specified, the data will be classified into
the egress queue based on the CoS value of the ingress port and the mapping relation hetween the CoS

and TC in 802 1P,
Figure 9-6 Port Priority Config

The following entries are displayed on this screen:
> Port Priority Config

Select: Select the desired port to configure its priority. It is multi-optional.
Port: Displays the physical port number of the switch.

Priority: Specify the priority for the port.

LAG: Displays the LAG number which the port belongs to.
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Configuration Procedure:

Step | Operation Description

1 Select the port priority Required. On QoS—DiffServ—Port Priority page,
configure the port priority.

2 Configure the mapping | Required. On QoS—DiffServ—802.1P Priority page,
relation between the 802.1P | configure the mapping relation between the 802.1P
priority and TC priority and TC.

3 Select a schedule mode Required. On QoS—DiffServ—Schedule Mode page,
select a schedule mode.

9.1.2 DSCP Priority

On this page you can configure DSCP priority. DSCP (DiffServ Code Point) is a new definition to IP
ToS field given by IEEE. This field is used to divide IP datagram into 64 priorities. When DSCP
Priority is enabled, IP datagram are mapped to different priority levels based on DSCP priority
mode; non-IP datagram with 802.1Q tag are mapped to different priority levels based on 802.1P
priority mode if 8021.1P Priority mode is enabled; the untagged non-IP datagram are mapped based
on port priority mode.

Choose the menu QoS— DiffServ—DSCP Priority to load the following page.

For TL-SG2216/TL-SG2424/TL-SG2424P:

DECP Priority Config

DSCP Priority: O Enable @ Disable Apply

Priority Level
DSCP: “ Priarity: L
DECF Priarity DECP Priority
1] Caso 1 Cas0 S
2 Caso 3 Cas0
4 Caso ] Cas0
] CaSo 7 CaSo
a Cas L] Casl
10 Cas 11 Casl
12 Cos1 13 Zos1
14 Zao51 14 Zas1
16 Ca52 17 Ca52
18 Ca52 149 Co52 w
[ Apply l [ Help ]
note:

Ifthe DSCP mapped to priority is selected, P datagram will be mapped ta different priarity levels based an
the mapping relation between the CoS and TC in 802.1P.

Figure 9-7 DSCP Priority

The following entries are displayed on this screen:

» DSCP Priority Config

DSCP Priority: Select Enable or Disable DSCP Priority.
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> Priority Level

DSCP: Indicates the priority determined by the DS region of IP datagram.
It ranges from 0 to 63.

Priority Level: Indicates the 802.1P priority the packets with tag are mapped to.
The priorities are labeled as CoS0 ~ CoS7.

Configuration Procedure:

Step | Operation Description

1 Configure the mapping | Required. On QoS—DiffServ—DSCP Priority page,
relation between the DSCP | enable DSCP Priority and configure the mapping
priority and 802.1P priority relation between the DSCP priority and CoS.

2 Configure the mapping | Required. On QoS—DiffServ—802.1P/CoS mapping
relation between the CoS and | page, configure the mapping relation between the CoS
the TC and the TC.

3 Select a schedule mode Required. On QoS—DiffServ—Schedule Mode
page, select a schedule mode.

For TL-SG2452:

DSCP Priority Config

DSCP Priority: (0 Enable ® Disable Apply

Priority Level
DSCP: b Priarity Level: b
DSCP Priarity Level DSCP Priarity Level
0 TCO 1 TCO -
2 TCO 3 TCO
4 TCO 5 TCO
G TCO [ TCO
3 TCO g TCO
10 TCO 11 TCO
12 TCO 13 TCO
14 TCO 15 TCO
16 TCH 17 TG
18 TC1 18 TCA -
[ Apply ] [ Help l
note:

Amonag the priority levels TCO,TCA...TC3, the bigger value, the higher priority.
Figure 9-8 DSCP Priority for TL-SG2452

The following entries are displayed on this screen:

> DSCP Priority Config

DSCP Priority: Select Enable or Disable DSCP Priority.
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> Priority Level

DSCP: Indicates the priority determined by the DS region of IP datagram.
It ranges from 0 to 63.

Priority Level: Indicates the 802.1P priority the packets with tag are mapped to.
The priorities are labeled as TCO ~ TC3.

Configuration Procedure:

Step | Operation Description

1 Configure the mapping | Required. On QoS—DiffServ—DSCP Priority page,
relation between the DSCP | enable DSCP Priority and configure the mapping
priority and 802.1P priority relation between the DSCP priority and TC.

2 Select a schedule mode Required. On QoS—DiffServ—Schedule Mode
page, select a schedule mode.

9.1.3 802.1P/CoS mapping

On this page you can configure the mapping relation between the 802.1P priority tag-id/CoS-id and
the TC-id.

802.1P gives the Pri field in 802.1Q tag a recommended definition. This field, ranging from 0-7, is
used to divide packets into 8 priorities. 802.1P Priority is enabled by default, so the packets with
802.1Q tag are mapped to different priority levels based on 802.1P priority mode but the untagged
packets are mapped based on port priority mode. With the same value, the 802.1P priority tag and
the CoS will be mapped to the same TC.

Choose the menu QoS—DiffServ—802.1P/CoS mapping to load the following page.

802.1P Priority Config

802.1P Pricrity; () Enable & Disable Apply

Priority and CoS-mapping Config

Tag-id/Cos-id: b Queue TC-id: b
Tag-id/Cos-id CQueue TC-id Tag-id/Co5-id CQueue TC-id
a TCA 1 TCO
2 TCO 3 TCA
4 TC2 5 TC2
5] TC3 7 TC3

[ appy | | Help |

Figure 9-9 802.1P/CoS mapping
The following entries are displayed on this screen:

> 802.1P Priority Config

802.1P Priority: Select Enable or Disable 802.1P Priority.
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» Priority and CoS-mapping Config

Tag-id/Cos-id: Indicates the precedence level defined by IEEE802.1P and the
CoS ID.
Queue TC-id: Indicates the priority level of egress queue the packets with tag

and CoS-id are mapped to. The priority levels of egress queue are
labeled as TCO, TC1, TC2 and TC3.

Note:

For TL-SG2216/TL-SG2424/TL-SG2424P, the 802.1P priority function is enabled by default and
cannot be set as disabled.

Configuration Procedure:

Step | Operation Description

1 Configure the mapping | Required. On QoS—DiffServ—802.1P/CoS mapping
relation between the 802.1P | page, configure the mapping relation between the
priority Tag/CoS and the TC 802.1P priority Tag/CoS and the TC.

2 Select a schedule mode Required. On QoS—DiffServ—Schedule Mode page,,
select a schedule mode.

9.1.4 Schedule Mode

On this page you can select a schedule mode for the switch. When the network is congested, the
problem that many packets compete for resources must be solved, usually in the way of queue
scheduling. The switch will control the forwarding sequence of the packets according to the priority
queues and scheduling algorithms you set. On this switch, the priority levels are labeled as TCO,
TC1... TC3.

Choose the menu QoS— DiffServ—Schedule Mode to load the following page.

Schedule Mode Config

Schedule Mode: Equ-haode -

Figure 9-10 Schedule Mode
The following entries are displayed on this screen:

» Schedule Mode Config

SP-Mode: Strict-Priority Mode. In this mode, the queue with higher priority will
occupy the whole bandwidth. Packets in the queue with lower
priority are sent only when the queue with higher priority is empty.

WRR-Mode: Weight Round Robin Mode. In this mode, packets in all the queues
are sent in order based on the weight value for each queue. The
weight value ratio of TCO, TC1, TC2 and TC3 is 1:2:4:8.
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SP+WRR-Mode:

Equ-Mode:

Strict-Priority + Weight Round Robin Mode. In this mode, this switch
provides two scheduling groups, SP group and WRR group. Queues
in SP group and WRR group are scheduled strictly based on
strict-priority mode while the queues inside WRR group follow the
WRR mode. In SP+WRR mode, TC3 is in the SP group; TCO, TC1
and TC2 belong to the WRR group and the weight value ratio of
TCO, TC1 and TC2 is 1:2:4. In this way, when scheduling queues,
the switch allows TC3 to occupy the whole bandwidth following the
SP mode and the TCO, TC1 and TC2 in the WRR group will take up
the bandwidth according to their ratio 1:2:4.

Equal-Mode. In this mode, all the queues occupy the bandwidth
equally. The weight value ratio of all the queues is 1:1:1:1.

9.2 Bandwidth Control

Bandwidth function, allowing you to control the traffic rate and broadcast flow on each port to
ensure network in working order, can be implemented on Rate Limit and Storm Control pages.

9.2.1 Rate Limit

Rate limit functions to control the ingress/egress traffic rate on each port via configuring the
available bandwidth of each port. In this way, the network bandwidth can be reasonably distributed

and utilized.

Choose the menu QoS—Bandwidth Control—Rate Limit to load the following page.

Rate Limit Canfig

Port

Select Fort Indress Ratedkhps) Earess Rate{kbps) LA
Ll 128 v 1024 v
] 1 ~
F 2
F 3
F 4
F 5
F G
F 7
F 8
L 5
FI 10 LAGT
F 11 LAGT
F 12 LAG1 -
| apply | [ Hep |
Note:

1. For one por, you cannot enahble the Storm Control and the Ingress rate contral at the same time.

2. Ifyou select"Manual" to set IngressiEaress rate, the system will automatically select integral multiple
of E4kcbps that closest to the rate vou entered as the real IngressiEgress rate.

Figure 9-11 Rate Limit
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The following entries are displayed on this screen:

> Rate Limit Config

Port Select:

Select:
Port:

Ingress Rate (bps):

Egress Rate(bps):

LAG:

Note:

Click the Select button to quick-select the corresponding port
based on the port number you entered.

Select the desired port for Rate configuration. It is multi-optional.
Displays the port number of the switch.

Configure the bandwidth for receiving packets on the port. You can
select a rate from the dropdown list or select "Manual" to set Ingress
rate, the system will automatically select integral multiple of 64Kbps
that closest to the rate you entered as the real Ingress rate.

Configure the bandwidth for sending packets on the port. You can
select a rate from the dropdown list or select "Manual" to set Egress
rate, the system will automatically select integral multiple of 64Kbps
that closest to the rate you entered as the real Egress rate.

Displays the LAG number which the port belongs to.

1. If you enable ingress rate limit feature for the storm control-enabled port, storm control feature
will be disabled for this port.

2. When selecting "Manual" to set Ingress/Egress rate, the system will automatically select
integral multiple of 64Kbps that closest to the rate you entered as the real Ingress/Egress rate.
For example, if you enter 1000Kbps for egress rate, the system will automatically select
1024Kbps as the real Egress rate.

3. When egress rate limit feature is enabled for one or more ports, you are suggested to disable
the flow control on each port to ensure the switch works normally.

9.2.2 Storm Control

Storm Control function allows the switch to filter broadcast, multicast and UL frame in the network.
If the transmission rate of the three kind packets exceeds the set bandwidth, the packets will be
automatically discarded to avoid network broadcast storm.
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Choose the menu QoS—Bandwidth Control—-Storm Control to load the following page.

For TL-SG2216/TL-SG2424/TL-SG2424P:

Storm Cantral Canfig

Por

Select Fort Broadcast Rateibps) Multicast Ratelbps) UL-Frame Ratelhps) LAG
L 128k W 128K W 128K w
O 1 -
F 2
F 3
F 4
F ]
F ]
¥ 7
Fl a
Fl £]
F 10 LAG1
F 11 LAG1
F 12 LAG1 -
[ mppy | [ Hep |
Note:

Far one par, yau cannat enable the Starm Contral and the Ingress rate cantral at the same time.

Figure 9-12 Storm Control

The following entries are displayed on this screen:

» Storm Control Config

Port Select:

Select:

Port:

Broadcast Rate
(bps):

Mulitcast Rate
(bps):

UL-Frame Rate
(bps):

LAG:

Click the Select button to quick-select the corresponding port
based on the port number you entered.

Select the desired port for Storm Control configuration. It is
multi-optional.

Displays the port number of the switch.

Select the bandwidth for receiving broadcast packets on the port.
The packet traffic exceeding the bandwidth will be discarded.
Select Disable to disable the storm control function for the port.

Select the bandwidth for receiving multicast packets on the port.
The packet traffic exceeding the bandwidth will be discarded.
Select Disable to disable the storm control function for the port.

Select the bandwidth for receiving UL-Frame on the port. The
packet traffic exceeding the bandwidth will be discarded. Select
Disable to disable the storm control function for the port.

Displays the LAG number which the port belongs to.
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Note:

If you enable storm control feature for the ingress rate limit-enabled port, ingress rate limit feature
will be disabled for this port.

For TL-SG2452:

Storm Cantral Config

Por

Select Fort Broadcast Multicast UL-Frarme Rateihps) LAG

Fi v W w 128K

|l 1 Disahle Disahle Cizahle -
.| 2 Disable Disahle Disable

| 3 Disable Disahle Disable

| 4 Disable Disable Disable

Fl 4 Disable Disable Disable

Fl G Disable Disahble Disable

F 7 Disahble Disahble Disable

F g Disahble Disahble Disable

F 9 Disahble Disahble Disable

F 10 Disahble Disahble Disable

F " Disahble Disahble Disable

F 12 Disahble Disahble Disable -

[ Apply l [ Help l
Note:

Far ane patt, you cannaot enahle the Storm Contral and the Ingress rate contral at the same time.
Figure 9-13 Storm Control

The following entries are displayed on this screen:

» Storm Control Config

Port Select: Click the Select button to quick-select the corresponding port
based on the port number you entered.

Select: Select the desired port for Storm Control configuration. It is
multi-optional.

Port: Displays the port number of the switch.

Broadcast: Enable/Disable broadcast control feature for the port.

Multicast: Enable/Disable multicast control feature for the port.

UL-Frame: Enable/Disable UL-Frame control feature for the port.

Rate (bps): Select the bandwidth for receiving the specified packet on the port.
The packet traffic exceeding the bandwidth will be discarded.

LAG: Displays the LAG number which the port belongs to.

Note:

If you enable storm control feature for the ingress rate limit-enabled port, ingress rate limit feature
will be disabled for this port.
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9.3 Voice VLAN

Voice VLANSs are configured specially for voice data stream. By configuring Voice VLANs and
adding the ports with voice devices attached to voice VLANSs, you can perform QoS-related
configuration for voice data, ensuring the transmission priority of voice data stream and voice
quality.

> OUIl Address (Organizationally unique identifier address)

The switch can determine whether a received packet is a voice packet by checking its source MAC
address. If the source MAC address of a packet complies with the OUI addresses configured by

the system, the packet is determined as voice packet and transmitted in voice VLAN.

An OUI address is a unique identifier assigned by IEEE (Institute of Electrical and Electronics
Engineers) to a device vendor. It comprises the first 24 bits of a MAC address. You can recognize
which vendor a device belongs to according to the OUI address. The following table shows the
OUl addresses of several manufacturers. The following OUI addresses are preset of the switch by
default.

Number | OUI Address Vendor

1 00-01-e3-00-00-00 |Siemens phone

2 00-03-6b-00-00-00 | Cisco phone

3 00-04-0d-00-00-00 |Avaya phone

4 00-60-b9-00-00-00 | Philips/NEC phone
5 00-d0-1e-00-00-00 | Pingtel phone

6 00-e0-75-00-00-00 | Polycom phone

7 00-e0-bb-00-00-00 |3com phone

Table 9-1 OUI addresses on the switch
» Port Voice VLAN Mode

A voice VLAN can operate in two modes: automatic mode and manual mode.

Automatic Mode: In this mode, the switch automatically adds a port which receives voice packets

to voice VLAN and determines the priority of the packets through learning the source MAC of the

UNTAG packets sent from IP phone when it is powered on. The aging time of voice VLAN can be

configured on the switch. If the switch does not receive any voice packet on the ingress port within
the aging time, the switch will remove this port from voice VLAN. Voice ports are automatically

added into or removed from voice VLAN.

Manual Mode: You need to manually add the port of IP phone to voice VLAN, and then the switch
will assign ACL rules and configure the priority of the packets through learning the source MAC

address of packets and matching OUI address.

131



In practice, the port voice VLAN mode is configured according to the type of packets sent out from

voice device and the link type of the port. The following table shows the detailed information.

Port Voice Voice . .
VLAN Mode Stream Type Link type of the port and processing mode
Untagged: Not supported.
TAG voice 9 PP
stream Tagged: Supported. The default VLAN of the port cannot be
Automatic Mode voice VLAN.
UNTAG voice | Untagged: Supported.
stream Tagged: Not supported.
Untagged: Not supported.
TAG voice
stream Tagged: Supported. The default VLAN of the port should not
Manual Mode be voice VLAN.
UNTAG voice | Untagged: Supported.
stream Tagged: Not supported.

Table 9-2 Port voice VLAN mode and voice stream processing mode

> Security Mode of Voice VLAN

When voice VLAN is enabled for a port, you can configure its security mode to filter data stream. If
security mode is enabled, the port just forwards voice packets, and discards other packets whose
source MAC addresses do not match OUI addresses. If security mode is not enabled, the port

forwards all the packets.

Security Mode | Packet Type Processing Mode
UNTAG packet When the source MAC address of the packet is the OUI
_ — |address that can be identified, the packet can be
Packet with voice | transmitted in the voice VLAN. Otherwise, the packet will
Enable VLAN TAG be discarded.
. The processing mode for the device to deal with the packet
\P/f/iﬁtw\ivgh other is determined by whether the port permits the VLAN or not,
independent of voice VLAN security mode.
UNTAG packet
: — Do not check the source MAC address of the packet and all
Packet with voice |the packets can be transmitted in the voice VLAN.
. VLAN TAG
Disable
Packet with other The processing mode for the device to deal with the packet
VLAN TAG is determined by whether the port permits  the VLAN or
not, independent of voice VLAN security mode.
Table 9-3 Security mode and packets processing mode
Note:

Don’t transmit voice stream together with other business packets in the voice VLAN except for
some special requirements.

The Voice VLAN function can be implemented on Global Config, Port Config and OUI Config

pages.
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9.3.1 Global Config

On this page, you can configure the global parameters of the voice VLAN, including VLAN ID and

aging time.

Choose the menu QoS—Voice VLAN—Global Config to load the following page.

Global Config
Voice VLAN: (O Enahble () Disahle
WLAN D : (2-4094)
-Pxplﬂhf
Ading Time: 1440 min {(1-43200, default: 1440)
Help
Priarity; B »

Figure 9-14 Global Configuration

The following entries are displayed on this screen:

> Global Config

Voice VLAN: Select Enable/Disable Voice VLAN function.

VLAN ID: Enter the VLAN ID of the voice VLAN.

Aging Time: Specifies the living time of the member port in auto mode after the
OUl address is aging out.

Priority: Select the priority of the port when sending voice data.

9.3.2 Port Config

Before the voice VLAN function is enabled, the parameters of the ports in the voice VLAN should

be configured on this page.

Choose the menu QoS—Voice VLAN—Port Config to load the following page.

Port Canfig
Port

Select Paort Fort Mode Security Mode Member State LAG
IFl w w
F 1 Auto Disable Inactive =
Fl 2 Auto Disable Inactive =
F 3 Auto Disable Inactive =
Fl 4 Auto Disable Inactive =
F 5 Auto Disable Inactive =
F B Auto Disable Inactive =
Fi 7 Auto Disable Inactive =
F a8 Auto Disable Inactive =
Fl g Auto Disable Inactive =
F 10 Auto Disable Inactive —

[ Apply ] [ Help ]

Figure 9-15 Port Config

133



Note:

To enable voice VLAN function for the LAG member port, please ensure its member state accords

with its port mode.

If a port is a member port of voice VLAN, changing its port mode to be “Auto” will make the port
leave the voice VLAN and will not join the voice VLAN automatically until it receives voice streams.

The following entries are displayed on this screen:

> Port Config

Port Select:

Select:

Port:
Port Mode:

Security Mode:

Member State:
LAG:

9.3.3 OUI Config

Click the Select button to quick-select the corresponding port
based on the port number you entered.

Select the desired port for voice VLAN configuration. It is
multi-optional.

Displays the port number of the switch.

Select the mode for the port to join the voice VLAN.

® Auto: In this mode, the switch automatically adds a port to the
voice VLAN or removes a port from the voice VLAN by
checking whether the port receives voice data or not.

® Manual: In this mode, you can manually add a port to the
voice VLAN or remove a port from the voice VLAN.

Configure the security mode for forwarding packets.

® Disable: All packets are forwarded.
® Enable: Only voice data are forwarded.

Displays the state of the port in the current voice VLAN.
Displays the LAG number which the port belongs to.

The switch supports OUI creation and adds the MAC address of the special voice device to the
OUI table of the switch. The switch determines whether a received packet is a voice packet by
checking its OUl address. The switch analyzes the received packets. If the packets recognized as
voice packets, the access port will be automatically added to the Voice VLAN.
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Choose the menu QoS—Voice VLAN—OUI Config to load the following page.

(Farmat: 00-00-00-00-00-013

(Default: FF-FF-FF-00-00-00)

(16 characters maximum)

Create QLI
oul:
Mask: FF-FF-FF-00-00-00
Description:

OUl Table

Select alul}
F 00-01-e3-00-00-00
F 00-03-8b-00-00-00
F 00-04-0d-00-00-00
F 00-&0-b9-00-00-00
F 00-d0-1e-00-00-00
F 00-e0-75-00-00-00
F 00-e0-kb-00-00-00

hask
ff-ff-ff-00-00-00
ff-ff-ff-00-00-00
ff-ff-ff-00-00-00
ff-ff-ff-00-00-00
ff-ff-ff-00-00-00
ff-ff-ff-00-00-00
ff-ff-ff-00-00-00

Description
Siemens Phone
Cisco Phone
Avava Phone
Philips Phane
Fingtel Fhone
FolyCom Phone
3com Phone

Oul:
Mask:

Description:

[

Al | | peete | [ Hew |

Figure 9-16 OUI Configuration
The following entries are displayed on this screen:

> Create OUI

> OUI Table

Select:
Oul:
Mask:

Description:

Enter the OUI address of the voice device.
Enter the OUI address mask of the voice device.

Give a description to the OUI for identification.

Select the desired entry to view the detailed information.
Displays the OUI address of the voice device.
Displays the OUI address mask of the voice device.

Displays the description of the OUI.

Configuration Procedure of Voice VLAN:

Step | Operation Description

1 Configure the link type of Required. On VLAN—802.1Q VLAN—VLAN Config

the port page, configure the link type of ports of the voice device.

2 Create VLAN Required. On VLAN—802.1Q VLAN—VLAN Config
page, click the Create button to create a VLAN.

3 Add OUI address Optional. On QoS—Voice VLAN—OUI Config page, you
can check whether the switch is supporting the OUI
template or not. If not, please add the OUI address.

4 Configure the parameters Required. On QoS—Voice VLAN—Port Config page,

of the ports in voice VLAN. | configure the parameters of the ports in voice VLAN.
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Step

Operation

Description

Enable Voice VLAN

Required. On QoS—Voice VLAN—GIlobal Config page,
configure the global parameters of voice VLAN.

Return to CONTENTS
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Chapter 10 ACL
10.1 ACL Config

An ACL may contain a number of rules, and each rule specifies a different package range. Packets
are matched in match order. Once a rule is matched, the switch processes the matched packets
taking the operation specified in the rule without considering the other rules, which can enhance
the performance of the switch.

The ACL Config function can be implemented on ACL Summary, ACL Create, MAC ACL,
Standard-IP ACL and Extend-IP ACL pages.

10.1.1 ACL Summary

On this page, you can view the current ACLs configured in the switch.

Choose the menu ACL—ACL Config—ACL Summary to load the following page.

Search Options

Selecta ACL: hd

ACL Type:

Rule Order:

Rule Tahle

[ an ] [ peete | [ Hen |

Figure 10-1 ACL Summary
The following entries are displayed on this screen:

> Search Option

Select ACL.: Select the ACL you have created
ACL Type: Displays the type of the ACL you select.
Rule Order: Displays the rule order of the ACL you select.

> Rule Table

Display the rule table of the ACL you have selected. Here you can edit the rules, view the details of
them, and move them up and down.

10.1.2 ACL Create

On this page you can create ACLs.
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Choose the menu ACL—ACL Config—ACL Create to load the following page.

Create ACL
ACLID: 0-95 MAC ACL
100-199 Standard-IP ACL
200-299 Extend-1P ACL
Rule Qrder: User Config »

[Create] [ Help ]

Figure 10-2 ACL Create
The following entries are displayed on this screen:
» Create ACL
ACL ID: Enter ACL ID of the ACL you want to create.

Rule Order: User Config order is set to be match order in this ACL.

10.1.3 MAC ACL

MAC ACLs analyze and process packets based on a series of match conditions, which can be the
source MAC addresses and destination MAC addresses carried in the packets.

Choose the menu ACL—ACL Config—MAC ACL to load the following page.

Create MAC-Rule

ACLID: MAC ACL

Rule [D:

Operation: Permit w

O s-mAC: Mask:

] D-maAcC: Mask:
[ Create ] [ Help ]

Figure 10-3 Create MAC Rule
The following entries are displayed on this screen:

» Create MAC ACL

ACL ID: Select the desired MAC ACL for configuration.

Rule ID: Enter the rule ID.

Operation: Select the operation for the switch to process packets which match the
rules.

o Permit: Forward packets.
o Deny: Discard Packets.
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S-MAC: Enter the source MAC address contained in the rule.

D-MAC: Enter the destination MAC address contained in the rule.
MASK: Enter MAC address mask. If it is set to 1, it must strictly match the
address.

10.1.4 Standard-IP ACL

Standard-IP ACLs analyze and process data packets based on a series of match conditions, which
can be the source IP addresses and destination |IP addresses carried in the packets.

Choose the menu ACL—ACL Config—Standard-IP ACL to load the following page.

Create Standard-IF Rule

ACLID: Standard-IP ACL »

Rule 1D:

Qperation: Fermit W

0 s4p: Mask:

O p-p: Mask:
[ Create ] [ Help ]

Figure 10-4 Create Standard-IP Rule
The following entries are displayed on this screen:

» Create Standard-IP ACL

ACL ID: Select the desired Standard-IP ACL for configuration.

Rule ID: Enter the rule ID.

Operation: Select the operation for the switch to process packets which match the
rules.

® Permit: Forward packets.
o Deny: Discard Packets.

S-IP: Enter the source IP address contained in the rule.

D-IP: Enter the destination IP address contained in the rule.

Mask: Enter IP address mask. If it is set to 1, it must strictly match the
address.

10.1.5 Extend-IP ACL

Extend-IP ACLs analyze and process data packets based on a series of match conditions, which
can be the source IP addresses, destination IP addresses, IP protocol and other information of this
sort carried in the packets.
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Choose the menu ACL—ACL Config—Extend-IP ACL to load the following page.

Create Extend-IP Rule

ACLID:
Rule IC:
Cperation:
O s-p:
O o-p:
IP Protocol:
S-Fort:
D-Port:

Extend-IP ACL »

Permit w
Mask:
Mask:

All L
[ Create ] [ Help ]

Figure 10-5 Create Extend-IP Rule

The following entries are displayed on this screen:

» Create Extend-IP ACL

ACL ID:
Rule ID:

Operation:

S-IP:
D-IP:

Mask:

IP Protocol:

S-Port:

D-Port:

Select the desired Extend-IP ACL for configuration.
Enter the rule ID.

Select the operation for the switch to process packets which match the
rules.

e Permit: Forward packets.
o Deny: Discard Packets.

Enter the source IP address contained in the rule.
Enter the destination IP address contained in the rule.

Enter IP address mask. If it is set to 1, it must strictly match the
address.

Select IP protocol contained in the rule.

Configure TCP/IP source port contained in the rule when TCP/UDP is
selected from the pull-down list of IP Protocol.

Configure TCP/IP destination port contained in the rule when
TCP/UDP is selected from the pull-down list of IP Protocol.

10.2 Policy Config

A Policy is used to control the data packets those match the corresponding ACL rules by
configuring ACLs and actions together for effect.

The Policy Config can be implemented on Policy Summary, Police Create and Action Create

pages.
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10.2.1 Policy Summary

On this page, you can view the ACL and the corresponding operations in the policy.

Choose the menu ACL—Policy Config—Policy Summary to load the following page.

Select Options

Select a Policy: W

Action Table
Select Index ACLID

| ar | | Detete | | Hep |

Figure 10-6 Policy Summary
The following entries are displayed on this screen:

» Search Option

Select Policy: Select name of the desired policy for view. If you want to delete the
desired policy, please click the Delete button.

» Action Table

Select: Select the desired entry to delete the corresponding policy.
Index: Displays the index of the policy.
ACL ID: Displays the ID of the ACL contained in the policy.

10.2.2 Policy Create

On this page you can create the policy.

Choose the menu ACL—Policy Config—Policy Create to load the following page.

Create Policy

Falicy Mame:

Figure 10-7 Create Policy
The following entries are displayed on this screen:

> Create Policy

Policy Name: Enter the name of the policy.
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10.2.3 Action Create
On this page you can add ACLs for the policy.

Choose the menu ACL—Policy Config—Action Create to load the following page.

Create Action

Select Policy: Select Policy L
Select ACL: Select ACL W
[Create] [ Help ]

Figure 10-8 Action Create
The following entries are displayed on this screen:
> Create Action
Select Policy: Select the name of the policy.

Select ACL: Select the ACL for configuration in the policy.

10.3 Policy Binding

Policy Binding function can have the policy take its effect on a specific port/VLAN. The policy will
take effect only when it is bound to a port/VLAN. In the same way, the port/VLAN will receive the
data packets and process them based on the policy only when the policy is bound to the

port/VLAN.

The Policy Binding can be implemented on Binding Table, Port Binding and VLAN Binding

pages.

10.3.1 Binding Table

On this page view the policy bound to port/VLAN.
Choose the menu ACL—Policy Binding—Binding Table to load the following page.

Search Options

Show Mode: Show All w

Falicy Bind Takle

Select Index Falicy Matme Interface Direction

| an | | oewete | | Help |

Figure 10-9 Binding Table
The following entries are displayed on this screen:

» Search Option

Show Mode: Select a show mode appropriate to your needs.
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> Policy Bind Table

Select: Select the desired entry to delete the corresponding binding policy.
Index: Displays the index of the binding policy.

Policy Name: Displays the name of the binding policy.

Interface: Displays the port number or VLAN ID bound to the policy.
Direction: Displays the binding direction.

10.3.2 Port Binding
On this page you can bind a policy to a port.

Choose the menu ACL—Policy Binding—Port Binding to load the following page.

Fort-Bind Canfig

Folicy Mame: Select Policy L
Port: (Format1-3,6,8)

Fort-Bind Table
Index Falicy Mame Fort Direction

Figure 10-10 Bind the policy to the port
The following entries are displayed on this screen:
> Port-Bind Config
Policy Name: Select the name of the policy you want to bind.
Port: Enter the number of the port you want to bind.

> Port-Bind Table

Index: Displays the index of the binding policy.

Policy Name: Displays the name of the binding policy.

Port: Displays the number of the port bound to the corresponding policy.
Direction: Displays the binding direction.

Note:

For TL-SG2216/TL-SG2424/TL-SG2424P, you can bind one policy to multiple interfaces; but for
TL-SG2452, you can bind one policy to only one interface.

10.3.3 VLAN Binding
On this page you can bind a policy to a VLAN.
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Choose the menu ACL—Policy Binding—VLAN Binding to load the following page.

WLAR-Bind Config

Folicy Mame: Select Policy w
YLAN ID; (Format2-10,100)

WLAR-Bind Table
Index Falicy Mame WLARM D Direction

Figure 10-11 Bind the policy to the VLAN
The following entries are displayed on this screen:
> VLAN-Bind Config
Policy Name: Select the name of the policy you want to bind.
VLAN ID: Enter the ID of the VLAN you want to bind.

» VLAN-Bind Table

Index: Displays the index of the binding policy.

Policy Name: Displays the name of the binding policy.

VLAN ID: Displays the ID of the VLAN bound to the corresponding policy.
Direction: Displays the binding direction.

Configuration Procedure:

Step | Operation Description

1 Configure ACL rules Required. On ACL—ACL Config configuration pages,
configure ACL rules to match packets.

2 Configure Policy Required. On ACL—Policy Config configuration pages,
configure the policy to control the data packets those match
the corresponding ACL rules.

3 Bind the policy to the | Required. On ACL—Policy Binding configuration pages,
port/VLAN bind the policy to the port/VLAN to make the policy effective
on the corresponding port/VLAN.

Note:

For TL-SG2216/TL-SG2424/TL-SG2424P, you can bind one policy to multiple VLANSs; but for
TL-SG2452, you can bind one policy to only one VLAN.

10.4 Application Example for ACL

> Network Requirements

1. The manager of the R&D department can access to the forum of the company and the Internet
without any forbiddance. The MAC address of the manager is 00-64-A5-5D-12-C3.
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2. The staff of the R&D department cannot access to the Internet but can visit the forum.
3. The staff of the marketing department can access to the Internet but cannot visit the forum.
4. The R&D department and marketing department cannot communicate with each other.

> Network Diagram

Switch

P4

P2 ‘

@ @ Forum Server:

10.10.88.5

R&D Department: 10.10.70.0 00-64-A5-32-4C-12 Market‘llr;g‘lges';a‘;tment:

Manager: 00-64-A5-5D-12-C3

» Configuration Procedure

Step | Operation Description

1 Configure for | On ACL—ACL Config—ACL Create page, create ACL 11.

00-64-A5-5D-12-C3 and mask as FF-FF-FF-FF-FF-FF,
manager.
manager.

to bind to port 3.
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requirement 1 On ACL—ACL Config—MAC ACL page, select ACL 11, create Rule 1,
configure the operation as Permit, configure the S-MAC as

On ACL—Policy Config—Policy Create page, create a policy named
On ACL—Policy Config—Action Create page, add ACL 11 to Policy

On ACL—Policy Binding—Port Binding page, select Policy manager




Step | Operation Description
2 Configure for | On ACL—ACL Config—ACL Create page, create ACL 100.
requirement 2| Oon ACL—ACL Config—Standard-IP ACL page, select ACL 100,
and 4 create Rule 1, configure operation as Deny, configure S-IP as
10.10.70.0 and mask as 255.255.255.0, configure D-IP as 10.10.50.0
and mask as 255.255.255.0.
On ACL—ACL Config—Standard-IP ACL page, select ACL 100,
create Rule 2, configure operation as Deny, configure S-IP as
10.10.70.0 and mask as 255.255.255.0, configure D-IP as 10.10.88.5
and mask as 255.255.255.255.
On ACL—ACL Config—Standard-IP ACL page, select ACL 100,
create Rule 3, configure operation as Permit, configure S-IP as
10.10.70.0 and mask as 255.255.255.0, configure D-IP as 10.10.88.5
and mask as 255.255.255.255.
On ACL—Policy Config—Policy Create page, create a policy named
limit1.
On ACL—Policy Config—Action Create page, add ACL 100 to Policy
limit1.
On ACL—Policy Binding—Port Binding page, select Policy limit1 to
bind to port 3.
3 Configure for | On ACL—ACL Config—ACL Create page, create ACL 101.
requirement 3

and 4

On ACL—ACL Config—Standard-IP ACL page, select ACL 101,
create Rule 4, configure operation as Deny, configure S-IP as
10.10.70.0 and mask as 255.255.255.0, configure D-IP as 10.10.50.0
and mask as 255.255.255.0.

On ACL—ACL Config—Standard-IP ACL page, select ACL 101,
create Rule 5, configure operation as Deny, configure S-IP as
10.10.70.0 and mask as 255.255.255.0, configure D-IP as 10.10.88.5
and mask as 255.255.255.255.

On ACL—Policy Config—Policy Create page, create a policy named
limit2.

On ACL—Policy Config—Action Create page, add ACL 101 to Policy
limit2.

On ACL—Policy Binding—Port Binding page, select Policy limit2 to
bind to port 4.

Return to CONTENTS
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Chapter 11 PoE

Note:
Only TL-SG2424P supports PoE function.

PoE (Power over Ethernet) technology describes a system to transmit electrical power along with
data to remote devices over standard twisted-pair cable in an Ethernet network. It is especially
useful for supplying power to IP telephones, wireless LAN access points, cameras and so on.

» Composition
A PoE system usually consists of PSE and PD.

PSE: Power sourcing equipment (PSE) is a device such as a switch that provides power on the
Ethernet cable to the linked device.

PD: A powered device (PD) is a device accepting power from the PSE and thus consumes energy.
PDs falls into two types, standard PDs and nonstandard PDs. Standard PDs refer to the powered
devices that comply with IEEE 802.3af and IEEE 802.3at. Examples include wireless LAN access
points, IP Phones, IP cameras, network hubs, embedded computers etc.

» Advantage

] Cheap cabling: The remote device such as cameras can be powered by PSE in no need
of prolonging its power cord additionally and Ethernet cable is much cheaper than AC
wire or power cord.

° Easy to connect: PoE uses only one Ethernet cable with no need of external power
supply.

® Reliable: A powered device can be either powered by PSE using Ethernet cable or
powered through the provided power adapter. It is very convenient to provide a backup
power supply for the PDs.

) Flexibility: In compliance with IEEE 802.3af and IEEE 802.3at, global organizations can
deploy PoE everywhere without concern for any local variance in AC power standards,
outlets, plugs, or reliability.

® Wide use: It can be applied to wireless LAN access points, IP Phones, IP cameras,
network hubs, embedded computers etc.

TL-SG2424P is a Power Sourcing Equipment (PSE). All the Auto-Negotiation RJ45 ports on the
switch support Power over Ethernet (PoE) function, which can automatically detect and supply
power for those powered devices (PDs) complying with IEEE 802.3af and IEEE 802.3at. The
maximum power TL-SG2424P can supply is 180W and the maximum power each PoE port can
supply is 30W.

PoE function can be configured in the two sections, POE Config and PoE Time-Range.

11.1 PoE Config

All the RJ45 ports on the switch can be configured to supply power for the powered devices that
comply with IEEE 802.3af and IEEE 802.3at. As the power every port or the system can provide is
limited, some attributes should be set to make full use of the power and guarantee the adequate
power to the linked PDs. When the power exceeds the maximum power limit or the power is
inadequate to power the device, the switch may disconnect the power supply to the PD linked to
the port with lower priority. When detecting a PD is unplugged, the switch will stop supplying the
power to the PD.
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PoE Config, mainly for PoE attributes configuration, is implemented on PoE Config and PoE
Profile pages.

11.1.1 PoE Config

On this page, you can configure the parameters to implement PoE function.

Choose the menu PoOE—PoE Config—PoE Config to load the following page.

Global Config
System Power Limit: 180 wi1-180)
System Power Consumption: 0.0y
System Power Remain: 1800w
Port Config
P
Select Port  PoE Status  PoE Priority Power Limit (0.1w-30.0w) Time Range PoE Profile Power(n) Current{m®) Voltaged) PD Class Power Status
F - . . . -
o o Enable Low Class 4 No Limit OFF -
O 2 Enahle Lowr Class 4 Mo Limit OFF
0o 3 Enahle Low Class 4 Mo Limit OFF
o 4 Enable Low Class 4 Ma Limit QFF
O s Enable Low Class 4 Mo Lirnit OFF
O & Enable Low Class 4 Mo Limit OFF
[ Enahle Lowr Class 4 Mo Limit OFF
0o s Enahle Low Class 4 Mo Limit OFF
0O 9 Enable Loy Class 4 Na Limit OFF
O 1o Enable Low Class 4 No Lirmnit OFF
o n Enable Low Class 4 Mo Limit OFF
0 12 Enable Low Class 4 Mo Limit OFF
O 13 Enahle Lowe Class 4 Mo Limit OFF
o 1e Enable Loy Class 4 Na Limit OFF
O s Enable Low Class 4 No Lirmnit OFF =
Figure 11-1 PoE Config for TL-SG2424P
The following items are displayed on this screen:
> Global Config
System Power Limit: Specify the max power the PoE switch can supply.
System Power Displays the PoE switch's real time system power consumption.
Consumption:
System Power Displays the PoE switch's real time remaining system power.
Remain:
> Port Config
Port Select: Click the Select button to quick-select the corresponding entry

based on the port number you entered.

Select: Select the desired port to configure its parameters.
Port: Displays the port number.
PoE Status: Select to disable/enable the PoE feature for the corresponding

port. If set enable, the corresponding port can supply power to the
linked PD (Powered Device).

PoE Priority: The priority levels include High, Middle and Low in descending
order. When the supply power exceeds the system power limit,
the PD linked to the port with lower priority will be disconnected.
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Power Limit
(0.1w-30w):

Time Range:

PoE Profile:

Power (W):
Current (mA):
Voltage (V):
PD Class:

Power Status:

11.1.2 PoE Profile

Defines the max power the corresponding port can supply. Class1
represents 4w, Class2 represents 7w, Class3 represents 15.4w
and Class4 represents 30w.

Select the time range for the PoE port to supply power. If No limit
is selected, the PoE port will supply power all the time.

Select the profile you want to apply to the selected port. If a PoE
Profile is selected, the three attributes including PoE Status, PoE
Priority and Power Limit are not available.

Displays the port's real time power supply.

Displays the port's real time current.

Displays the port's real time voltage.

Displays the class the linked PD (Powered Device) belongs to.

Displays the port's real time power status.

PoE (Power over Ethernet) Profile is a short cut for the configuration of the PoE port. You can
create some profiles to be applied to the ports. In a profile, the PoE status, PoE priority and Power

limit are configured.

Choose the menu PoE—PoE Config—Profile Profile to load the following page.

Create PoE Profile

Profile Mame:
PoE Status:
FoE Priarity:

Pomver Limit:

FPoE Profile

Select Profile Marme

® Enable O Disable

High »

Alto L

FoE Status FoE Priority Fower Lirmit {wd

[ an | [ Delete | [ Help |

Figure 11-2 Profile Config

The following items are displayed on this screen:

» Create PoE Profile

Profile Name:

PoE Status:

PoE Priority:

Enter the name of the profile.

Select to the enable/disable PoE feature for the corresponding
port. If set enable, the port may supply power to the linked PD
(Power Device).

The priority levels include High, Middle and Low in descending
order. When the supply power exceeds the system power limit,
the PD linked to the port with lower priority will be disconnected.
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Power Limit: Defines the max power the corresponding port can supply. Class1
represents 4w, Class2 represents 7w and Class3 represents
15.4w. (for)

Defines the max power the corresponding port can supply. Class1
represents 4w, Class2 represents 7w, Class3 represents 15.4w,
and Class4 represents 30w. (for TL-SG2424P)

> PoE Profile
Select: Select the desired profile to delete.
Profile Name: Displays the name of the profile.
PoE Status: Displays the PoE status of the port in the profile.
PoE Priority: Displays the PoE priority of the port in the profile.
Power Limit: Displays the max power the port in the profile can supply.

11.2 PoE Time-Range

A time-range based PoE enables you to implement PoE power supply by differentiating the
time-ranges. A time-range can be specified for each port. The port will not supply power when the
specified time-range is configured and the system time is not within the time-range.

On this switch absolute time, week time and holiday can be configured. Configure an absolute time
section in the form of “the start date to the end date” to make the port based on this time range
supply power; configure a week time section to make the port supply based on this time range on
the fixed days of the week; configure a holiday section and select Exclude Holiday to make the port
based on this time range not supply power on some special days. In each time-range, four
time-slices can be configured.

The Time-Range configuration can be implemented on PoE Time-Range Summary, PoE
Time-Range Create and PoE Holiday Config pages.

11.2.1 Time-Range Summary

On this page you can view or delete the current time-ranges.

Choose the menu PoE—PoE Time-Range—PoE Time-Range Summary to load the following
page.

Time-Range Table
Select Index Time-Range Mame Slice 1 Slice 2 Slice 3 Slice 4 Mode Qperation

O 1 11 - - Exclude Holiday Edit | Detail

[ ar ] [opeete ]| [ Hen |

Figure 11-3 Time-Range Table
The following items are displayed on this screen:

> Time-Range Table

Select: Select the desired entry to delete the corresponding time-range.
Index: Displays the index of the time-range.
Time-Range Name: Displays the name of the time-range.
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Slice:
Mode:

Operation:

Displays the time-slice of the time-range.
Displays the mode the time-range adopts.

Click Edit to modify this time-range and click Detail to display the
complete information of this time-range.

11.2.2 PoE Time-Range Create

On this page you can create time-ranges.

Choose the menu PoE—PoE Time-Range—PoE Time-Range Create to load the following page.

Create Time-Range
Mame:

O Exciude Haoliday

OO0 absolute Start Date:

O wesak tdon

Create Time-Slice

Start Time: i} w

End Time: 24 o [

Time-Slice Tahle

I ) End Date: ) !

Tue Wyad Thu Fri Sat Sun

. oo A4

Index Start Time End Time Delete

[ Applv] l Help ]

Note:

Figure 11-4 Time-Range Create

To successfully configure time-ranges, please firstly specify time-slices and then time-ranges.

The following items are displayed on this screen:

> Create Time-Range

Name:

Exclude Holiday:

Absolute:

Week:

» Create Time-Slice

Start Time:
End Time:

Enter the name of the time-range for time identification.

Select Exclude Holiday, and the port based on this time-range
may not supply power when the system time is within the holiday

Select Absolute to configure absolute time-range. The port based
on this time-range will supply power based on this time-range
when the system time is within the absolute time-range.

Select Week to configure week time-range. The port based on this
time-range will supply power based on this time-range when the
system time is within the week time-range.

Set the start time of the time-slice.

Set the end time of the time-slice.
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> Time-Slice Table

Index: Displays the index of the time-slice.

Start Time: Displays the start time of the time-slice.

End Time: Displays the end time of the time-slice.

Delete: Click the Delete button to delete the corresponding time-slice.

11.2.3 PoE Holiday Config

Holiday mode is applied as a different secured access control policy from the week mode. On this
page you can define holidays according to your work arrangement.

Choose the menu PoOE—PoE Time-Range—PoE Holiday Create to load the following page.

Create Haoliday

Start Date: 01 w01 »
End Date: 0 v ¢ [01
Holiday Mame:
Holiday Tahle
Select Index Holiday FMame Start Date End Date
] 1 MewyvearDay 01/ 0103
] 2 LahorDay a1 0ar3
| an | [ Deete | [ Hep |

Figure 11-5 Holiday Configuration
The following entries are displayed on this screen:

> Create Holiday

Start Date: Specify the start date of the holiday.
End Date: Specify the end date of the holiday.
Holiday Name: Enter the name of the holiday.

> Holiday Table

Select: Select the desired entry to delete the corresponding holiday.
Index: Displays the index of the holiday.

Holiday Name: Displays the name of the holiday.

Start Date: Displays the start date of the holiday.

End Date: Displays the end date of the holiday.

Return to CONTENTS
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Chapter 12 SNMP

» SNMP Overview

SNMP (Simple Network Management Protocol) has gained the most extensive application on the
UDP/IP networks. SNMP provides a management frame to monitor and maintain the network
devices. It is used for automatically managing the various network devices no matter the physical
differences of the devices. Currently, the most network management systems are based on SNMP.

SNMP is simply designed and convenient for use with no need of complex fulfillment procedures
and too much network resources. With SNMP function enabled, network administrators can easily
monitor the network performance, detect the malfunctions and configure the network devices. In
the meantime, they can locate faults promptly and implement the fault diagnosis, capacity planning
and report generating.

> SNMP Management Frame

SNMP management frame includes three network elements: SNMP Management Station, SNMP
Agent and MIB (Management Information Base).

SNMP Management Station: SNMP Management Station is the workstation for running the
SNMP client program, providing a friendly management interface for the administrator to manage
the most network devices conveniently.

SNMP Agent: Agent is the server software operated on network devices with the responsibility of
receiving and processing the request packets from SNMP Management Station. In the meanwhile,
Agent will inform the SNMP Management Station of the events whenever the device status
changes or the device encounters any abnormalities such as device reboot.

MIB: MIB is the set of the managed objects. MIB defines a few attributes of the managed objects,
including the names, the access rights, and the data types. Every SNMP Agent has its own MIB.
The SNMP Management station can read/write the MIB objects based on its management right.

SNMP Management Station is the manager of SNMP network while SNMP Agent is the managed
object. The information between SNMP Management Station and SNMP Agent are exchanged
through SNMP (Simple Network Management Protocol). The relationship among SNMP
Management Station, SNMP Agent and MIB is illustrated in the following figure.

Read/Configure the
MIB variables

v

o

Send response and
notification packets

SNMP Management Station SNMP Agent

Figure 12-1 Relationship among SNMP Network Elements
> SNMP Versions

This switch supports SNMP v3, and is compatible with SNMP v1 and SNMP v2c. The SNMP
versions adopted by SNMP Management Station and SNMP Agent should be the same.
Otherwise, SNMP Management Station and SNMP Agent cannot communicate with each other
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normally. You can select the management mode with proper security level according to your actual
application requirement.

SNMP v1: SNMP v1 adopts Community Name authentication. The community name is used to
define the relation between SNMP Management Station and SNMP Agent. The SNMP packets
failing to pass community name authentication are discarded. The community name can limit
access to SNMP Agent from SNMP NMS, functioning as a password.

SNMP v2c: SNMP v2c also adopts community name authentication. It is compatible with SNMP
v1 while enlarges the function of SNMP v1.

SNMP v3: Based on SNMP v1 and SNMP v2¢c, SNMP v3 extremely enhances the security and
manageability. 1t adopts VACM (View-based Access Control Model) and USM (User-Based
Security Model) authentication. The user can configure the authentication and the encryption
functions. The authentication function is to limit the access of the illegal user by authenticating the
senders of packets. Meanwhile, the encryption function is used to encrypt the packets transmitted
between SNMP Management Station and SNMP Agent so as to prevent any information being
stolen. The multiple combinations of authentication function and encryption function can
guarantee a more reliable communication between SNMP Management station and SNMP Agent.

> MIB Introduction

To uniquely identify the management objects of the device in SNMP messages, SNMP adopts the
hierarchical architecture to identify the managed objects. It is like a tree, and each tree node
represents a managed object, as shown in the following figure. Thus the object can be identified
with the unique path starting from the root and indicated by a string of numbers. The number string
is the Object Identifier of the managed object. In the following figure, the OID of the managed
object B is {1.2.1.1}. While the OID of the managed object Ais {1.2.1.1.5}.

1 ‘

5| |6
A

Figure 12-2 Architecture of the MIB tree
» SNMP Configuration Outline
1. Create View

The SNMP View is created for the SNMP Management Station to manage MIB objects. The
managed object, uniquely identified by OID, can be set to under or out of the management of
SNMP Management Station by configuring its view type (included/excluded). The OID of managed
object can be found on the SNMP client program running on the SNMP Management Station.

2. Create SNMP Group

After creating the SNMP View, it's required to create a SNMP Group. The Group Name, Security
Model and Security Level compose the identifier of the SNMP Group. The Groups with these three
items the same are considered to be the same. You can configure SNMP Group to control the
network access by providing the users in various groups with different management rights via the
Read View, Write View and Notify View.
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3. Create SNMP User

The User configured in a SNMP Group can manage the switch via the client program on
management station. The specified User Name and the Auth/Privacy Password are used for
SNMP Management Station to access the SNMP Agent, functioning as the password.

SNMP module is used to configure the SNMP function of the switch, including three submenus:
SNMP Config, Notification and RMON.

12.1 SNMP Config

The SNMP Config can be implemented on the Global Config, SNMP View, SNMP Group,
SNMP User and SNMP Community pages.

12.1.1 Global Config

To enable SNMP function, please configure the SNMP function globally on this page.

Choose the menu SNMP—SNMP Config—Global Config to load the following page.

Glohal Config

ShMP:

Lacal Engine

Lacal Engine 1D

Remaote Engine

Remaote Engine 1D:

80002e57036c626df5achh (10-64 Hex)

) Enable & Disable Apply

Default D

Apply

Apply
{0 ar10-64 Hex

Help

Mote:

The total hexadecimal characters of Engine 1D should he even.

Figure 12-3 Global Config

The following entries are displayed on this screen:

>

Global Config
SNMP:

Local Engine

Local Engine ID:

Remote Engine

Remote Engine ID:

Enable/Disable the SNMP function.

Specify the switch’s Engine ID for the remote clients. The
Engine ID is a unique alphanumeric string used to identify the
SNMP engine on the switch.

Specify the Remote Engine ID for switch. The Engine ID is a
unique alphanumeric string used to identify the SNMP engine
on the remote device which receives traps and informs from
switch.
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Note:

The amount of Engine ID characters must be even.

12.1.2 SNMP View

The OID (Object Identifier) of the SNMP packets is used to describe the managed objects of the
switch, and the MIB (Management Information Base) is the set of the OIDs. The SNMP View is
created for the SNMP management station to manage MIB objects.

Choose the menu SNMP—SNMP Config—SNMP View to load the following page.

(16 characters maxirmum)

(61 characters maximum)

& Include O Exclude

Wiew Config
Wiew Mame:
MIB Object 1D
Wigw Type:
Yiew Table
Select Wiew Mame
F viewD efault
F viewD efault
F viewDefault
F viewDefault

l

View Type MIB Ohject IO
Include 1
Exclude 13616315
Extlude 13616316
Exclude 13616318

Al | | elete | | Hep |

Figure 12-4 SNMP View

The following entries are displayed on this screen:

>

View Config

View Name:

MIB Object ID:

View Type:

View Table

Select:

View Name:
View Type:
MIB Object ID:

Give a name to the View for identification. Each View can
include several entries with the same name.

Enter the Object Identifier (OID) for the entry of View.

Select the type for the view entry.

e Include: The view entry can be managed by the SNMP
management station.

e Exclude: The view entry cannot be managed by the SNMP
management station.

Select the desired entry to delete the corresponding view. All
the entries of a View will be deleted together.

Displays the name of the View entry.
Displays the type of the View entry.

Displays the OID of the View entry.
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12.1.3 SNMP Group

On this page, you can configure SNMP Group to control the network access by providing the users
in various groups with different management rights via the Read View, Write View and Notify View.

Choose the menu SNMP—SNMP Config—SNMP Group to load the following page.

Group Config

Group Mame: (16 characters maximurm)
Security Maodel: Wl
Security Level: I—
Read Wiew: viewDefault «
Wyrite Wiew: MNaone v
Il otifi i e MHone w

Group Tahle

Select Group Mame Sﬁggzlw Security Level Read View Write Wiew M ofify Wigw Operation

[ an | [ oetete | [ Help |

MNote:
A group should cantain a read view, and the default read view is viewDefault.

Figure 12-5 SNMP Group
The following entries are displayed on this screen:

> Group Config

Group Name: Enter the SNMP Group name. The Group Name, Security Model
and Security Level compose the identifier of the SNMP Group.
The Groups with these three items the same are considered to be
the same.

Security Model: Select the Security Model for the SNMP Group.

e v1: SNMPv1 is defined for the group. In this model, the
Community Name is used for authentication. SNMP v1 can
be configured on the SNMP Community page directly.

e v2c: SNMPv2c is defined for the group. In this model, the
Community Name is used for authentication. SNMP v2c can
be configured on the SNMP Community page directly.

e v3: SNMPv3 is defined for the group. In this model, the USM
mechanism is used for authentication. If SNMPv3 is enabled,
the Security Level field is enabled for configuration.

Security Level: Select the Security Level for the SNMP v3 Group.

e noAuthNoPriv: No authentication and no privacy security
level is used.

o authNoPriv: Only the authentication security level is used.
e authPriv: Both the authentication and the privacy security
levels are used.

Read View: Select the View to be the Read View. The management access is
restricted to read-only, and changes cannot be made to the
assigned SNMP View.
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Write View:

Notify View:

Group Table

Select:

Group Name:

Security Model:

Security Level:
Read View:
Write View:
Notify View:

Operation:

Note:

Select the View to be the Write View. The management access is
writing only and changes can be made to the assigned SNMP
View. The View defined both as the Read View and the Write View
can be read and modified.

Select the View to be the Notify View. The management station
can receive trap messages of the assigned SNMP view generated
by the switch's SNMP agent.

Select the desired entry to delete the corresponding group. It is
multi-optional.

Displays the Group Name here.

Displays the Security Model of the group.
Displays the Security Level of the group.
Displays the Read View name in the entry.
Displays the Write View name in the entry.
Displays the Notify View name in the entry.

Click the Edit button to modify the Views in the entry and click the
Modify button to apply.

Every Group should contain a Read View. The default Read View is viewDefault.

12.1.4 SNMP User

The User in a SNMP Group can manage the switch via the management station software. The
User and its Group have the same security level and access right. You can configure the SNMP

User on this page.

Choose the menu SNMP—SNMP Config—SNMP User to load the following page.

User Config
Uzer Mame: (16 characters maximum)
Lser Type: Lacal User £ Group Mame: w

Security Model: bl w Security Level: I
Auth Maode: | Auth Passward:
Privacy Mode: I

Privacy Passward:

[ Create l [ Clear ]
IJzer Table
Security ’ Privacy
Select Uzer Mame Uzer Typea Graup Mame (o Security Level  Auth Mode e
’ All ] l Delate l ’ Help ]

(16 characters maximum)

(16 characters maximum)

Note:
The security model and security level of the user should he the same with that of its group.

Figure 12-6 SNMP User

158



The following entries are displayed on this screen:

>

User Config

User Name:

User Type:

Group Name:

Security Model:
Security Level:

Auth Mode:

Auth Password:

Privacy Mode:

Privacy Password:

User Table

Select:

User Name:
User Type:
Group Name:
Security Model:
Security Level:
Auth Mode:
Privacy Mode:

Operation:

Note:

Enter the User Name here.

Select the type for the User.

e Local User: Indicates that the user is connected to a
local SNMP engine.

e Remote User: Indicates that the user is connected to a
remote SNMP engine.

Select the Group Name of the User. The User is classified to
the corresponding Group according to its Group Name,
Security Model and Security Level.

Select the Security Model for the User.
Select the Security Level for the SNMP v3 User.

Select the Authentication Mode for the SNMP v3 User.
) None: No authentication method is used.

e MD5: The port authentication is performed via
HMAC-MD5 algorithm.

e SHA: The port authentication is performed via SHA
(Secure Hash Algorithm). This authentication mode has
a higher security than MD5 mode.

Enter the password for authentication.

Select the Privacy Mode for the SNMP v3 User.
¢ None: No privacy method is used.
e DES: DES encryption method is used.

Enter the Privacy Password.

Select the desired entry to delete the corresponding User. It is
multi-optional.

Displays the name of the User.

Displays the User Type.

Displays the Group Name of the User.
Displays the Security Model of the User.
Displays the Security Level of the User.
Displays the Authentication Mode of the User.
Displays the Privacy Mode of the User.

Click the Edit button to modify the Group of the User and click
the Modify button to apply.

The SNMP User and its Group should have the same Security Model and Security Level.

159



12.1.5 SNMP Community

SNMP v1 and SNMP v2c adopt community name authentication. The community name can limit
access to the SNMP agent from SNMP network management station, functioning as a password. If
SNMP v1 or SNMP v2c is employed, you can directly configure the SNMP Community on this
page without configuring SNMP Group and User.

Choose the menu SNMP—SNMP Config—SNMP Community to load the following page.

Cammunity Canfig

Cammunity Mame: (16 characters maximurm)

ACCRSS: read-anly w
Clear

MIB Yiew: viewDefault w

Community Takle
Select Cammunity Mame ACcess MAIB Wi Operatian

[ a1 | [ petetz | | Help |

Note:
The default MIB view of community is viewDefault.

Figure 12-7 SNMP Community
The following entries are displayed on this screen:

> Community Config
Community Name: Enter the Community Name here.

Access: Defines the access rights of the community.

e read-only: Management right of the Community is
restricted to read-only, and changes cannot be made to
the corresponding View.

e read-write: Management right of the Community is
read-write and changes can be made to the corresponding

View.
MIB View: Select the MIB View for the community to access.
> Community Table
Select: Select the desired entry to delete the corresponding Community. It

is multi-optional.

Community Name: Displays the Community Name here.

Access: Displays the right of the Community to access the View.

MIB View: Displays the Views which the Community can access.

Operation: Click the Edit button to modify the MIB View and the Access right

of the Community, and then click the Modify button to apply.

Note:
The default MIB View of SNMP Community is viewDefault.
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Configuration Procedure:

e If SNMPV3 is employed, please take the following steps:

Step

Operation

Description

1

Enable SNMP function globally.

Required. On the SNMP—SNMP Config—Global
Config page, enable SNMP function globally.

Create SNMP View.

Required. On the SNMP—SNMP Config—~SNMP
View page, create SNMP View of the management
agent. The default View Name is viewDefault and
the default OID is 1.

Create SNMP Group.

Required. On the SNMP—SNMP Config—SNMP
Group page, create SNMP Group for SNMPv3 and
specify SNMP Views with various access levels for
SNMP Group.

Create SNMP User.

Required. On the SNMP—SNMP Config—~SNMP
User page, create SNMP User in the Group and
configure the auth/privacy mode and auth/privacy
password for the User.

o If SNMPv1 or SNMPv2c is employed, please take the following steps:

Step Operation Description

1 Enable SNMP function globally. Required. On the SNMP—SNMP
Config—Global Config page, enable SNMP
function globally.

2 Create SNMP View. Required. On the SNMP—SNMP Config—SNMP
View page, create SNMP View of the
management agent. The default View Name is
viewDefault and the default OID is 1.

3 Create SNMP | Required alternatively.

Cpmmunity «  Create SNMP Community directly.

directly. On the SNMP—SNMP Config—SNMP
Community page, create SNMP Community
based on SNMP v1 and SNMP v2c.

. o Create SNMP Group and SNMP User.
acsggfsurfevel Similar to the configuration way based on
for the User. | Create SNMP SNMPv3, you can create SNMP Group and

’ Group and SNMP SNMP User of SNMP v1/v2c. The User
User. name can limit access to the SNMP agent

from SNMP network management station,
functioning as a community name. The
users can manage the device via the Read
View, Write View and Notify View defined in
the SNMP Group.
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12.2 Notification

With the Notification function enabled, the switch can initiatively report to the management station
about the important events that occur on the Views (e.g., the managed device is rebooted), which
allows the management station to monitor and process the events in time.

The notification information includes the following two types:

Trap: Trap is the information that the managed device initiatively sends to the Network
management station without request.

Inform: Inform packet is sent to inform the management station and ask for the reply. The switch
will resend the inform request if it doesn’t get the response from the management station during
the Timeout interval, and it will terminate resending the inform request if the resending times reach
the specified Retry times. The Inform type, employed on SNMPv2c and SNMPv3, has a higher
security than the Trap type.

On this page, you can configure the notification function of SNMP.

Choose the menu SNMP—Notification—Notification to load the following page.

Create Motification

IP Mode: @ IPvd © IPv6
IP Address: UDFP Port: 162
User:
Security Model: al hd Security Level: noAuthMoPriv
cl
Type: Trap -
Retry: (1-255)
Timeout: sec(1-3600)
Motification Table
Select IP Address IP Mode UDP Port User E};"EEZF’ Security Level Type Timeout Retry Operation
[ a ] [Detete ] [ Help ]
Figure 12-8 Notification Config
The following entries are displayed on this screen:
> Create Notification
IP Mode: Select the IP Mode.
IP Address: Enter the IP Address of the management Host.
UDP Port: Enter the number of the UDP port used to send notifications.

The UDP port functions with the IP address for the notification
sending. The default is 162.

User: Enter the User name of the management station.
Security Model: Select the Security Model of the management station.
Security Level: Select the Security Level for the SNMP v3 User.

o noAuthNoPriv: No authentication and no privacy security
level are used.

o authNoPriv: Only the authentication security level is used.

e authPriv: Both the authentication and the privacy security
levels are used.

162



Type:

Retry:

Timeout:

> Notification Table

Select:

IP Address:
UDP Port:
User:

Security Model:
Security Level:
Type:

Timeout:

Retry:

Operation:

12.3 RMON

RMON (Remote Monitoring)

Select the type for the notifications.

e Trap: Indicates traps are sent.

¢ Inform: Indicates informs are sent. The Inform type has a
higher security than the Trap type.

Specify the amount of times the switch resends an inform
request. The switch will resend the inform request if it doesn’t
get the response from the management station during the
Timeout interval, and it will terminate resending the inform
request if the resending times reach the specified Retry times.

Specify the maximum time for the switch to wait for the
response from the management station before resending a
request.

Select the desired entry to delete the corresponding
management station.

Displays the IP Address of the management host.
Displays the UDP port used to send notifications.
Displays the User name of the management station.
Displays the Security Model of the management station.
Displays the Security Level for the SNMP v3 User.
Displays the type of the notifications.

Displays the maximum time for the switch to wait for the
response from the management station before resending a
request.

Displays the amount of times the switch resends an inform
request.

Click the Edit button to modify the corresponding entry and
click the Modify button to apply.

based on SNMP (Simple Network Management Protocol)

architecture, functions to monitor the network. RMON is currently a commonly used network
management standard defined by Internet Engineering Task Force (IETF), which is mainly used to
monitor the data traffic across a network segment or even the entire network so as to enable the
network administrator to take the protection measures in time to avoid any network malfunction. In
addition, RMON MIB records network statistics information of network performance and
malfunction periodically, based on which the management station can monitor network at any time
effectively. RMON is helpful for network administrator to manage the large-scale network since it
reduces the communication traffic between management station and managed agent.

> RMON Group

This switch supports the following four RMON Groups defined on the RMON standard (RFC1757):
History Group, Event Group, Statistic Group and Alarm Group.
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RMON Group

Function

History Group After a history group is configured, the switch collects and records network
statistics information periodically, based on which the management station
can monitor network effectively.

Event Group Event Group is used to define RMON events. Alarms occur when an event is

detected.

Statistic Group

Statistic Group is set to monitor the statistic of alarm variables on the specific
ports.

Alarm Group

Alarm Group is configured to monitor the specific alarm variables. When the
value of a monitored variable exceeds the threshold, an alarm event is
generated, which triggers the switch to act in the set way.

The RMON Groups can be configured on the History Control, Event Config and Alarm Config

pages.

12.3.1 History Control
On this page, you can configure the History Group for RMON.

Choose the menu SNMP—RMON—History Control to load the following page.

Histary Contral Tahle
Select

[ | 0| | | | | | | 0 1

Index Part Interval (sec) Cwner Status
Fort1 s Disahle
1 Fort 1 1800 manitar Disahble
2 Fort 2 1800 manitar Disahble
3 Fort 3 1800 manitar Disahle
4 Fort 4 1800 manitar Disahble
] Fort g 1800 manitar Disable
B Fort 6 1800 manitar Disahle
T Fort 7 1800 manitar Disahble
g Fort g 1800 manitar Disable
9 Fort 3 1800 manitar Disahle
10 Fort10 1800 manitor Dizable
IN Faort 11 1800 manitar Disable
12 Part12 1800 manitar Disahle
[ Apply ] [ Help ]

Figure 12-9 History Control

The following entries are displayed on this screen:

> History Control Table

Select:
Index:
Port:
Interval:

Owner:

Select the desired entry for configuration.

Displays the index number of the entry.

Specify the port from which the history samples were taken.
Specify the interval to take samplings from the port.

Enter the name of the device or user that defined the entry.
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Status:

12.3.2 Event Config

On this page, you can configure the RMON events.

Select Enable/Disable the corresponding sampling entry.

Choose the menu SNMP—RMON—Event Config to load the following page.

Ewvent Table

Select Index
I
F 1
F 2
F 3
F 4
F 5
F 3]
F 7
F 8
F ]
i 10
F 11
i 12

User

puhlic
nublic
puhlic
nublic
puhlic
nublic
puhlic
puhlic
nuhblic
puhlic
nuhblic
puhlic

Description Type
Mone
Mane
Mone
Mane
Mone
Mane
Mone
Mane
Mane
MHone
Mane
MHone
Mane

[ Apply l l Help ]

b4

Cwyner

manitor
manitor
manitor
manitor
manitor
manitor
manitor
manitar
manitor
manitar
manitor
manitar

Status
Disahle
Disable
Disable
Disable
Disable
Disable
Disable
Disable
Disable
Disable
Disable
Disable
Disable

Figure 12-10 Event Config

The following entries are displayed on this screen:

>

Event Table

Select:

Index:

User:

Description:

Type:

Owner:

Status:

Select the desired entry for configuration.

Displays the index number of the entry.

Enter the name of the User or the community to which the

event belongs.

Give a description to the event for identification.

Select the event type, which determines the act way of the
network device in response to an event.

¢ None: No processing.

e Log: Logging the event.

¢ Notify: Sending trap messages to the management station.
e Log&Notify: Logging the event and sending trap messages

to the management station.

Enter the name of the device or user that defined the entry.

Select Enable/Disable the corresponding event entry.
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12.3.3 Alarm Config
On this page, you can configure Statistic Group and Alarm Group for RMON.

Choose the menu SNMP—RMON—AIlarm Config to load the following page.

Alarm Table

Select Index Variable

e

DropEvents
DropEvents
DropEvents
DropEvents
DropEvents
DropEvents
DropEvents
DropEvents
DropEvents

-V S R S VR

DropEvents

Y
=

DropEvents
DropEvents

g
[

DropEvents

“

Port

Paort 1
Port1
Part 1
Paort 1
Port1
Port 1
Paort 1
Port1
Port 1
Paort 1
Port1
Port1

w

Sample Type Tr:?iess‘mgld Rising Event Tlfrzlgﬂgld Falling Event Alarm Type  Interval (sec) Qwner Status
Absolute v - » All e Disable «
Absolute 100 1 100 1 Al 1200 maonitor Disable
Absolute 100 1 100 1 All 1800 maonitor Disable
Absolute 100 1 100 1 All 1800 monitar Disable
Absolute 100 1 100 1 All 1800 maonitor Disable
Absolute 100 1 100 1 All 1800 maonitor Disable
Absolute 100 1 100 1 All 1800 monitor Disable
Absolute 100 1 100 1 All 1800 maonitor Disable
Absolute 100 1 100 1 Al 1800 maonitor Dizable
Absolute 100 1 100 1 All 1800 monitor Disable
Absolute 100 1 100 1 All 1800 maonitor Disable
Absolute 100 1 100 1 Al 1800 maonitor Dizable
Absolute 100 1 100 1 All 1800 maonitor Disable

Figure 12-11 Alarm Config

The following entries are displayed on this screen:

>

Alarm Table

Select:
Index:
Variable:
Port:

Sample Type:

Rising Threshold:

Rising Event:

Falling Threshold:

Falling Event:

Alarm Type:

Select the desired entry for configuration.
Displays the index number of the entry.

Select the alarm variables from the pull-down list.
Select the port on which the Alarm entry acts.

Specify the sampling method for the selected variable and
comparing the value against the thresholds.

e Absolute: Compares the values directly with the thresholds
at the end of the sampling interval.

o Delta: Subtracts the last sampled value from the current
value. The difference in the values is compared to the
threshold.

Enter the rising counter value that triggers the Rising Threshold
alarm.

Select the index of the corresponding event which will be
triggered if the sampled value is larger than the Rising
Threshold.

Enter the falling counter value that triggers the Falling Threshold
alarm.

Select the index of the corresponding event which will be
triggered if the sampled value is lower than the Falling
Threshold.

Specify the type of the alarm.

e All: The alarm event will be triggered either the sampled
value exceeds the Rising Threshold or is under the Falling
Threshold.
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e Rising: When the sampled value exceeds the Rising
Threshold, an alarm event is triggered.

e Falling: When the sampled value is under the Falling
Threshold, an alarm event is triggered.

Interval: Enter the alarm interval time in seconds.

Owner: Enter the name of the device or user that defined the entry.
Status: Select Enable/Disable the corresponding alarm entry.
Note:

When alarm variables exceed the Threshold on the same direction continuously for several times,
an alarm event will only be generated on the first time, that is, the Rising Alarm and Falling Alarm
are triggered alternately for that the alarm following to Rising Alarm is certainly a Falling Alarm and
vice versa.

Return to CONTENTS
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Chapter 13 LLDP

Note:
Only TL-SG2424P supports LLDP function.

LLDP (Link Layer Discovery Protocol) is a Layer 2 protocol that is used for network devices to
advertise their own device information periodically to neighbors on the same IEEE 802 local area
network. The advertised information, including details such as device identification, capabilities
and configuration settings, is represented in TLV (Type/Length/Value) format according to the
IEEE 802.1ab standard, and these TLVs are encapsulated in LLDPDU (Link Layer Discovery
Protocol Data Unit). The LLDPDU distributed via LLDP is stored by its recipients in a standard MIB
(Management Information Base), making it possible for the information to be accessed by a
Network Management System (NMS) using a management protocol such as the Simple Network
Management Protocol (SNMP).

An IETF Standard MIB, as well as a number of vendor specific MIBs, have been created to
describe a network's physical topology and associated systems within that topology. However,
there is no standard protocol for populating these MIBs or communicating this information among
stations on the IEEE 802 LAN. LLDP protocol specifies a set. The device running LLDP can
automatically discover and learn about the neighbors, allowing for interoperability between the
network devices of different vendors. This protocol allows two systems running different network
layer protocols to learn about each other.

LLDP-MED (Link Layer Discovery Protocol for Media Endpoint Devices) is an extension of LLDP
intended for managing endpoint devices such as Voice over IP phones and network switches. The
LLDP-MED TLVs advertise information such as network policy, power via MDI, inventory
management, and device location details.

The LLDP and LLDP-MED information can be used by SNMP applications to simplify
troubleshooting, enhance network management, and maintain an accurate network topology.

> LLDPDU Format

Each LLDPDU includes an ordered sequence of three mandatory TLVs followed by one or more
optional TLVs plus an End of LLDPDU TLV, as shown in the figure below. Chassis ID TLV, Port ID
TLV, TTL TLV and End TLV are the four mandatory TLVs for a LLDPDU. Optional TLVs provide
various details about the LLDP agent advertising them and they are selected by network
management.

Chassis ID Port ID Time Ta Opfional ... | COptiona End Of
TLY TLW Live TLV TLY TLY LLDFDU TLV
M M [t il

M - mandatory TLV - required for all LLODPDUs

The maximum length of the LLDPDU shall be the maximum information field length allowed by the
particular transmission rate and protocol. In IEEE 802.3 MACs, for example, the maximum
LLDPDU length is the maximum data field length for the basic, untagged MAC frame (1500
octets).

» LLDP Working Mechanism
1) LLDP Admin Status

The transmission and the reception of LLDPDUs can be separately enabled for every port, making
it possible to configure an implementation to restrict the port either to transmit only or receive only,
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or to allow the port to both transmit and receive LLDPDUs. Four LLDP admin statuses are
supported by each port.

® Tx&Rx: the port can both transmit and receive LLDPDUs.

® Rx_Only: the port can receive LLDPDUs only.

® Tx_Only: the port can transmit LLDPDUs only.

@ Disable: the port cannot transmit or receive LLDPDUSs.

2) LLDPDU transmission mechanism

If the ports are working in TxRx or Tx mode, they will advertise local information by
sending LLDPDUs periodically.

If there is a change in the local device, the change notification will be advertised. To
prevent a series of successive LLDPDUs transmissions during a short period due to
frequent changes in local device, a transmission delay timer is set by network
management to ensure that there is a defined minimum time between successive LLDP
frame transmissions.

If the LLDP admin status of the port is changed from Disable/Rx to TxRx/Tx, the Fast
Start Mechanism will be active, the transmit interval turns to be 1 second, several
LLDPDUs will be sent out, and then the transmit interval comes back to the regular
interval.

3) LLDPDU receipt mechanism

When a port is working in TxRx or Rx mode, the device will check the validity of the received

LLDPDUs and the attached TLVs, save this neighbor information to the local device and then set

the aging

time of this information according to the TTL value of TTL (Time To Live) TLV. Once the

TTL is 0, this neighbor information will be aged out immediately.

The aging time of the local information in the neighbor device is determined by TTL. Hold

Multiplier

LLDPDU.

» TLV

is a multiplier on the Transmit Interval that determines the actual TTL value used in an

TTL = Hold Multiplier * Transmit Interval.

TLV refers to Type/Length/Value and is contained in a LLDPDU. Type identifies what kind of
information is being sent, Length indicates the length of information string in octets and Value is

the actua

| information to be sent. The basic TLV Format is shown as follows:
TLV type TLV_|nforrﬂat|on TLV information sfring
string length
7 bits 9 bits 0<n <511 octets

|}——— TLV header ————Pp|

Each TLV is identified by a unique TLV type value that indicates the particular kind of information
contained in the TLV.
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The following table shows the details about the currently defined TLVs.

TLV type TLV Name Description Usage in
LLDPDU
0 End of LLDPDU | Mark the end of the TLV sequence in LLDPDUs. | Mandatory
Any information following an End Of LLDPDU
TLV shall be ignored.
1 Chassis ID Identifies the Chassis address of the connected | Mandatory
device.
2 Port ID Identifies the specific port that transmitted the | Mandatory
LLDP frame. When the device does not advertise
MED TLV, this field displays the port name of the
port; when the device advertises MED TLV, this
field displays the MAC address of the port.
3 Time To Live Indicates the number of seconds that the | Mandatory
neighbor device is to regard the local information
to be valid.
4 Port Description | Identifies the description string of the port. Optional
5 System Name Identifies the system name. Optional
6 System Identifies the system description. Optional
Description
7 System Identifies the main functions of the system and | Optional
Capabilities the functions enabled.
8 Management Identifies the management IP address, the | Optional
Address corresponding interface number and OID (Object
Identifier). The management IP address is
specified by the user.
127 Organizationally | Allows different organizations, such as IEEE | Optional
Specific 802.1, IEEE 802.3, IETF, as well as individual
software and equipment vendors, to define TLVs
that advertise information to remote device.

Optional TLVs are grouped into two categories including basic management TLV and
Organizationally-specific TLV.

1) Basic Management TLV

A set of TLVs considered to be basic to the management of the network stations are required for
all LLDP implementations.

2) Organizationally Specific TLV

Different organizations have defined various TLVs. For instance, Port VLAN ID TLV, Port and
Protocol VLAN ID TLV, VLAN Name TLV And Protocol Identity TLV are defined by IEEE 802.1,
while MAC/PHY Configuration/Status TLV, Power Via MDI TLV, Link Aggregation TLV and
Maximum Frame TLV are defined by IEEE 802.3. Some specific TLVs are for LLDP-MED protocol,
such as LLDP-MED Capabilities TLV, Network Policy TLV, Extended Power-via-MDI TLYV,
Hardware Revision TLV and so on.
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Note:

For detailed introduction of TLV, please refer to IEEE 802.1AB standard and ANSI/TIA-1057.

In TP-LINK switch, the following LLDP optional TLVs are supported.

TLV Type

Description

Port Description TLV

The Port Description TLV allows network management to
advertise the IEEE 802 LAN station's port description.

System Capabilities TLV

The System Capabilities TLV identifies the primary functions of
the system and whether or not these primary functions are
enabled.

System Description TLV

The System Description TLV allows network management to
advertise the system's description, which should include the full
name and version identification of the system's hardware type,
software operating system, and networking software.

System Name TLV

The System Name TLV allows network management to
advertise the system's assigned name, which should be the
system's fully qualified domain name.

Management Address TLV

The Management Address TLV identifies an address associated
with the local LLDP agent that may be used to reach higher
entities to assist discovery by network management.

Port VLAN ID TLV

The Port VLAN ID TLV allows a VLAN bridge port to advertise
the port's VLAN identifier (PVID) that will be associated with
untagged or priority tagged frames.

Port And Protocol VLAN ID
TLV

The Port And Protocol VLAN ID TLV allows a bridge port to
advertise a port and protocol VLAN ID.

VLAN Name TLV

The VLAN Name TLV allows an IEEE 802.1Q-compatible IEEE
802 LAN station to advertise the assigned name of any VLAN
with which it is configured.

Link Aggregation TLV

The Link Aggregation TLV indicates whether the link is capable
of being aggregated, whether the link is currently in an
aggregation, and if in an aggregation, the port identification of
the aggregation.

MAC/PHY
Configuration/Status TLV

The MAC/PHY Configuration/Status TLV identifies: a)The duplex
and bit-rate capability of the sending IEEE 802.3 LAN node that
is connected to the physical medium; b)The current duplex and
bit-rate settings of the sending IEEE 802.3 LAN node; c)Whether
these settings are the result of auto-negotiation during link
initiation or of manual set override action.

Max Frame Size TLV

The Maximum Frame Size TLV indicates the maximum frame
size capability of the implemented MAC and PHY.

Power Via MDI TLV

The Power Via MDI TLV allows network management to
advertise and discover the MDI power support capabilities of the
sending IEEE 802.3 LAN station.
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The LLDP module is mainly for LLDP function configuration of the switch, including three
submenus: Basic Config, Device Info, Device Statistics and LLDP-MED.

13.1 Basic Config

LLDP is configured on the Global Config and Port Config pages.

13.1.1 Global Config

On this page you can configure the LLDP parameters of the device globally.

Choose the menu LLDP—Basic Config—Global Config to load the following page.

Global Canfig

LLDP: O Enable @ Disahble Apply

Farameters Canfig

Transmit Intereal:
Hald multiplier:
Transmit Delay:
Reinit Delay:
Motification Interval:

Fast Start Times:

3

sec(5-32768)

(2-10

sec(1-81592)
sec(1-10)
sec(a-3600)

(1-10)

Figure 13-1 LLDP Global Configuration

The following entries are displayed on this screen:

> Global Config
LLDP:
> Parameters Config

Transmit Interval:

Hold Multiplier:

Transmit Delay:

Reinit Delay:

Notification Interval:

Enable/disable LLDP function globally.

Enter the interval for the local device to transmit LLDPDU to its
neighbors. The default value is 30.

Enter a multiplier on the Transmit Interval. It determines the actual
TTL (Time To Live) value used in an LLDPDU. TTL = Hold
Multiplier * Transmit Interval. The default value is 4.

Enter a value from 1 to 8192 in seconds to specify the time for the
local device to transmit LLDPDU to its neighbors after changes
occur so as to prevent LLDPDU being sent frequently. The default
value is 2.

This parameter indicates the amount of delay from when LLDP
status becomes "disable" until re-initialization will be attempted.
The default value is 3.

Specify the interval of Trap message which will be sent from local
device to network management system. The default value is 5.
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13.1.2 Port Config

Fast Start Times:

When the port's LLDP state transforms from Disable (or Rx_Only)
to Tx&Rx (or Tx_Only), the fast start mechanism will be enabled,
that is, the transmit interval will be shorten to a second, and
several LLDPDUs will be sent out (the number of LLDPDUs
equals this parameter). The default value is 3.

On this page you can configure all ports' LLDP parameters.

Choose the menu LLDP—Basic Config—Port Config to load the following page.

LLOF Port Config

Select Faort

[ e N =7 B & B R L

(| O | | | | 0| (O | Y| 0| (0| W | 0 O

—
=

Port Select

Admin Status Motification Mode Included TLVs
Disahle Disahle

TRy Disable Dretail A

TukRx Dizable Detail

TukRx Dizable Detail

TukRx Dizable Detail

Tu&Rx Disahle Cretail

TH&Rx Disahle Dretail

TulRx Disahle Dretail

TukRx Dizable Detail

TukRx Dizable Detail

TukRx Dizable Detail

Tu&Rx Disahle Cretail

TubRx Disahle Dretail

TulRx Disahle Dretail

TubeRx Disahle Detail w

[ Apply ] [ Help ]

Figure 13-2 LLDP Port Config

The following entries are displayed on this screen:

>

LLDP Port Config

Port Select:
Admin Status:

Notification Mode:

Included TLVs:

Select the desired port to configure.

Select the port’s LLDP operating mode:

Tx&Rx: send and receive LLDP frames.

Rx_Only: Only receive LLDP frames.

Tx_Only: Only send LLDP frames.

Disable: neither send nor receive LLDP frames.

Allows you to enable or disable the ports' SNMP notification. If
enabled, the local device will notify the trap event to SNMP server.

Select TLVs to be included in outgoing LLDPDU.

Click the Detail button to display the included TLVs and select the
desired TLVs.
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Included TLYs

[ Port Description Eyatem Capahilities Eyatem Description
System Marme Managementﬂddress M PortwLAN ID
[¥] Part And Protocol YLAN 1D [l wLAN Mame [¥] Link Agaregation
] MACIPHY Configuration/Status (] Wz Frarme Size [¥] Pawvar via MDI
[l Al

[ Back ] [ Apply ] [ Help ]

13.2 Device Info

You can view the LLDP information of the local device and its neighbors on the Local Info and
Neighbor Info pages respectively.

13.2.1 Local Info

On this page you can see all ports' configuration and system information.

Choose the menu LLDP—Device Info—Local Info to load the following page.

Auto Refresh

Auto Refresh: ' Enahble @ Disable
Apply

Refresh Rate: seci3-300)

Local Info

Port |

Local Interface: 1
Chassis D Subtype: Reserved
Chassis D

Part D Subtype: Resered
Fort 1D

TTL: 1]

Port Description:

Swstem Mame:

Swstern Description:

Systern Capabhilities
Supported:
Systern Capahilities Enabled:

Management Address: 0.0.0.0

[Refreah] [ Help ]

Figure 13-3 LLDP Local Information
The following entries are displayed on this screen:
» Auto Refresh

Auto Refresh: Enable/Disable the auto refresh function.
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Refresh Rate: Specify the auto refresh rate.

> Local Info

Enter the desired port number and click Select to display the information of the corresponding
port.

13.2.2 Neighbor Info

On this page you can get the information of the neighbors.
Choose the menu LLDP—Device Info—Neighbor Info to load the following page.
Auto Refresh

Autn Refresh: O Enable ® Disable
Refresh Rate: sec(3-200)

Meightbor Info

Fort |0 Select

Local

Port System Mame Chassis 1D Systerm Description Meighbor Fort Information

[Refreah] [ Help ]

Figure 13-4 LLDP Neighbor Information
The following entries are displayed on this screen:
» Auto Refresh
Auto Refresh: Enable/Disable the auto refresh function.
Refresh Rate: Specify the auto refresh rate.

> Neighbor Info

Port Select: Click the Select button to quick-select the corresponding port
based on the port number you entered.

Local Port: Displays the local port number connecting to the neighbor device.
System Name: Displays the system name of the neighbor device.

Chassis ID: Displays the Chassis ID of the neighbor device.

System Description: Displays the system description of the neighbor device.

Neighbor Port: Displays the port number of the neighbor linking to local port.
Information: Click Information to display the detailed information of the

neighbor device.

13.3 Device Statistics

You can view the LLDP statistics of the local device through this feature.
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Choose the menu LLDP—Device Statistics— Statistic Info to load the following page.

Alto Refresh
Auto Refresh:

Refresh Rate

Global Statistics
Last Update
00:00:00:00

Meighbors Statistics

o T
1 1]
2 1]
3 1]
4 1]
a 1]
f 1]
7 1]
a 1]
4 1]

10 1]
11 1]
12 1]

O Enakle @ Disable
sec(3-300)
Total Inserts Total Deletes Total Drops Total Ageouts
0 0 0
Fort Select
R.T.E?;TE Discards Errors Aneouts Di;::Tds Unl;l;h::\:mns
0 0 0 0 0 0 *“
0 0 0 0 0 0
1] 1] 1] 1] 1] 1]
1] 1] 1] 1] 1] 1]
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
1] 1] 1] 1] 1] 1]
1] 1] 1] 1] 1] 1]
1] 1] 1] 1] 1] 1]
0 0 0 0 0 0
0 0 0 0 0 0 W
[ Refresh ] [ Clear ] [ Help ]

Figure 13-5 LLDP Statistic Information

The following entries are displayed on this screen:

» Auto Refresh

Auto Refresh:

Refresh Rate:

» Global Statistics

Last Update:
Total Inserts:
Total Deletes:

Total Drops:

Total Ageouts:

Enable/Disable the auto refresh function.

Specify the auto refresh rate.

Displays latest update time of the statistics.

Displays the number of neighbors inserted till last update time.
Displays the number of neighbors deleted by local device.
Displays the number of neighbors dropped by local device.

Displays the number of overtime neighbors in local device.
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> Neighbor Statistics

Port Select: Click the Select button to quick-select the corresponding port
based on the port number you entered.

Port: Displays local device's port number.

Transmit Total: Displays the number of LLDPDUs sent by this port.

Receive Total: Displays the number of LLDPDUs received by this port.

Discards: Displays the number of LLDPDUs discarded by this port.

Errors: Displays the number of error LLDPDUs received by this port.

Ageouts: Displays the number of overtime neighbors linking to this port.

TLV Discards: Displays the number of TLVs dropped by this port.

TLV Unknowns: Displays the number of unknown TLVs received by this port.

13.4 LLDP-MED

LLDP-MED is an extension of LLDP intended for managing endpoint devices such as Voice over
IP phones and network switches. The LLDP-MED TLVs advertise information such as network
policy, power via MDI, inventory management, and device location details.

> Elements

LLDP-MED Device: Refers to any device which implements this Standard.

LLDP-MED Device Type: LLDP-MED devices are comprised of two primary device types:
Network Connectivity Devices and Endpoint Devices.

Network Connectivity Device: Refers to an LLDP-MED Device that provides access to the IEEE
802 based LAN infrastructure for LLDP-MED Endpoint Devices. Bridge is a Network Connectivity
Device.

Endpoint Device: Refers to an LLDP-MED Device at the network edge, providing some aspects
of IP communications service, based on IEEE 802 LAN technology. Endpoint Devices may be a
member of any of the Endpoint Device Classes. Endpoint Devices are composed of three defined
Classes: Class |, Class Il and Class Il

Generic Endpoint Device (Class I): The most basic class of Endpoint Device.

Media Endpoint Device (Class Il): The class of Endpoint Device that supports media stream
capabilities.

Communication Device Endpoint (Class lll): The class of Endpoint Device that directly supports
end users of the IP communication system.

TLV Description

Network Policy TLV The Network Policy TLV allows both Network Connectivity
Devices and Endpoints to advertise VLAN configuration and
associated Layer 2 and Layer 3 attributes that apply for a set
of specific applications on that port.
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TLV Description

Location Identification TLV The Location Identification TLV provides for advertisement of
location identifier information to Communication Endpoint
Devices, based on configuration of the Network Connectivity
Device it's connected to. You can set the Location
Identification content in Location Identification Parameters. If
Location Identification TLV is included and Location
Identification Parameters isn't set, a default value is used in
Location Identification TLV.

Extended Power-Via-MDI TLV | The Extended Power-Via-MDI TLV is intended to enable
advanced power management between LLDP-MED Endpoint
and Network Connectivity Devices, and it allows
advertisement of fine grained power requirement details,
Endpoint power priority, as well as both Endpoint and Network
Connectivity Device power status.

Inventory TLV The Inventory TLV set contains seven basic Inventory
management TLVs, that is, Hardware Revision TLV, Firmware
Revision TLV, Software Revision TLV, Serial Number TLV,
Manufacturer Name TLV, Model Name TLV and Asset ID
TLV. If support for any of the TLVs in the Inventory
Management set is implemented, then support for all
Inventory Management TLVs shall be implemented.

LLDP-MED is configured on the Global Config, Port Config, Local Info and Neighbor Info
pages.

13.4.1 Global Config

On this page you can configure the LLDP-MED parameters of the device globally.
Choose the menu LLDP—LLDP-MED—Global Config to load the following page.

LLOP-MED Parameters Config

Fast Start Count: 4 (1-10) Apply
Device Class: Metwork Connectivity

Figure 13-6 LLDP-MED Global Configuration
The following entries are displayed on this screen:

> LLDP-MED Parameters Config

Fast Start Count: When LLDP-MED fast start mechanism is activated, multiple
LLDP-MED frames will be transmitted based on this parameter.

Device Class: LLDP-MED devices are comprised of two primary device types:
Network Connectivity Devices and Endpoint Devices. In turn,
Endpoint Devices are composed of three defined Classes: Class |,
Class Il and Class Ill. Bridge is a Network Connectivity Device.
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13.4.2 Port Config

On this page you can configure all ports' LLDP-MED parameters.
Choose the menu LLDP—LLDP-MED—Port Config to load the following page.

LLOP-MED Paort Config

Part

Select Fort LLDOP-MED Status Included TLYs

[F] Dizable

F 1 Disahle Dretail ~
F 2 Disahle Dretail

] ! Disable Dretail

] 4 Disable Dietail

F 5 Dizable Dietail

F g Dizable Dretail

F 7 Disahle Dretail

F g Disahle Dretail

] g Disable Dretail

] 10 Disable Dietail

F 11 Dizable Dietail

F 12 Dizable Dretail

F 13 Disahle Dretail

F 14 Disahle Cretail w

[ Apply ] [ Help ]

Figure 13-7 LLDP-MED Port Configuration
The following entries are displayed on this screen:

» LLDP-MED Port Config

Port Select: Select the desired port to configure.

LLDP-MED Status: Configure the port's LLDP-MED status:

Enable: Enable the port's LLDP-MED status, and the port's Admin
Status will be changed to Tx&Rx.

Disable: Disable the port's LLDP-MED status.

Included TLVs: Select TLVs to be included in outgoing LLDPDU.

Click the Detail button to display the included TLVs and select the
desired TLVs.
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Included TLYs

[¥] Metwark Falicy [¥] Location Identification [¥] Extended Power-Via-MOI

[¥] Invertary [#] a1

Location ldentification Farameters

[ Emergency Mumber:
Civic Address
Wihat:

Country Code:
Language:
Province/State:
CountyParishiDistrict;
CitTownship:
Street:

House Murmber:
Marme:
Fostaliip Code:
Room Mumber:
Post Office Box:

Additional Infarmatian:

Chars.(10-25)

LLDP-MED Endpaoint v
ZH ChinaiDefault) w
[ Back ] [ Apply ] [ Help ]

» Included TLVs

Select TLVs to be included in outgoing LLDPDU.

Location Identification Parameters

Configure the Location Identification TLV's content in outgoing LLDPDU of the port.

Emergency
Number:

Civic Address:

13.4.3 Local Info

Emergency number is Emergency Call Service ELIN identifier,
which is used during emergency call setup to a traditional CAMA
or ISDN trunk-based PSAP.

The Civic address is defined to reuse the relevant sub-fields of the
DHCP option for Civic Address based Location Configuration
Information as specified by IETF.

On this page you can see all ports' LLDP-MED configuration.
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Choose the menu LLDP—LLDP-MED—Local Info to load the following page.

Auto Refresh
Alto Refresh:
Refresh Rate:

LLOP-MED Laocal Info

Local Interface:

Device Type:
Application Type:
LInknowen Policy Flag:
WLAM tagned:

Media Paolicy YLARN 1D
Media Paolicy Layer 2 Priarity:
Media Paolicy DSCP:
Fower Type:

Fower Source:

Foweer Priority;
Ayailable Power Value:

) Enable

() Disable
sec(3-300)

Part 1
1
Mletwark Connectivity
Reserved
fes
Mo
0
0
0
FSE Device
Primany
Unknown
Oy

[Refreah] [ Help ]

Figure 13-8 LLDP-MED Local Information

The following entries are displayed on this screen:

> Auto Refresh
Auto Refresh:
Refresh Rate:

> Local Info

Enter the desired port number and click Select to display the information of the corresponding

port.
13.4.4 Neighbor Info

Enable/Disable the auto refresh function.

Specify the auto refresh rate.

On this page you can get the LLDP-MED information of the neighbors.
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Choose the menu LLDP—LLDP-MED—Neighbor Info to load the following page.

Auto Refresh
Auto Refresh:

Refresh Rate:

LLDOP-MED Meighbor Info

Local
Fort

O Enahble

Device Type Application Type

@ Disable

seci3-300)

FPart |0 Select

Location Data Format  Power Type  Information

[Refreah] [ Help ]

Figure 13-9 LLDP-MED Neighbor Information

The following entries are displayed on this screen:

>

Auto Refresh
Auto Refresh:
Refresh Rate:
Neighbor Info

Port Select:

Local Port:
Device Type:
Application Type:

Local Data Format:

Power Type:

Information:

Enable/Disable the auto refresh function.

Specify the auto refresh rate.

Click the Select button to quick-select the corresponding port
based on the port number you entered.

Displays the local port number connecting to the neighbor device.
Displays the device type of the neighbor.

Displays the application type of the neighbor. Application Type
indicates the primary function of the applications defined for the
network policy.

Displays the location identification of the neighbor.

Displays the power type of the neighbor device, Power Sourcing
Entity (PSE) or Powered Device (PD).

Click the Information button to display the detailed information of
the corresponding neighbor.

Return to CONTENTS

182



Chapter 14 Maintenance

Maintenance module, assembling the commonly used system tools to manage the switch,
provides the convenient method to locate and solve the network problem.

(1)  System Monitor: Monitor the utilization status of the memory and the CPU of switch.
(2) Log: View the configuration parameters of the switch and find out the errors via the Logs.

(3) Device Diagnostics: Cable Test tests the connection status of the cable to locate and
diagnoses the trouble spot of the network.

(4) Network Diagnostics: Test whether the destination device is reachable and detect the
route hops from the switch to the destination device.

14.1 System Monitor

System Monitor functions to display the utilization status of the memory and the CPU of switch via
the data graph. The CPU utilization rate and the memory utilization rate should fluctuate stably
around a specific value. If the CPU utilization rate or the memory utilization rate increases
markedly, please detect whether the network is being attacked.

The System Monitor function is implemented on the CPU Monitor and Memory Monitor pages.

14.1.1 CPU Monitor

Choose the menu Maintenance—System Monitor—CPU Monitor to load the following page.

CPU Monitor

Run Time: 52sec

100
90
a0
70
60
a0
40
30
20
10
0

Current Litilization  MAX Utilization MIMN Utilization  Awverage Utilization
6% 7% 6% 6%

l | [ston ]

Figure 14-1 CPU Monitor

Click the Monitor button to enable the switch to monitor and display its CPU utilization rate every
four seconds.
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14.1.2 Memory Monitor
Choose the menu Maintenance—System Monitor—Memory Monitor to load the following page.

Memoary Monitar

Run Time: 244sec

100
90
a0
70
60
50
40
30
20
10
]

Current Utilization  MAX Utilization  MIM Utilization  Average Utilization

52% 52% 52% 52%

[ | [ stp ]

Figure 14-2 Memory Monitor

Click the Monitor button to enable the switch to monitor and display its Memory utilization rate
every four seconds.

14.2 Log

The Log system of switch can record, classify and manage the system information effectively,
providing powerful support for network administrator to monitor network operation and diagnose
malfunction.

The Logs of switch are classified into the following eight levels.

Severity Level |Description

emergencies 0 The system is unusable.

alerts 1 Action must be taken immediately.
critical 2 Critical conditions

errors 3 Error conditions

warnings 4 Warnings conditions

notifications 5 Normal but significant conditions
informational 6 Informational messages
debugging 7 Debug-level messages

Table 14-1 Log Level
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The Log function is implemented on the Log Table, Local Log, Remote Log and Backup Log
pages.

14.2.1 Log Table

The switch supports logs output to two directions, namely, log buffer and log file. The information
in log buffer will be lost after the switch is rebooted or powered off whereas the information in log
file will be kept effective even the switch is rebooted or powered off. Log Table displays the system
log information in log buffer.

Choose the menu Maintenance—Log—Log Table to load the following page.

Log Info
Index Time Module Sewerity Content
All odule All Level »
1 2012-04-2916:16:10 LAG level_6 Changed Link Aggregation Group 1, members: 10,11,12,13,0,0,0,0.
2 2012-04-2816:145:54 LAG level_B Added newr Link Agaregation Group 1, members: 10,11,12,13,0,0,0,0.
3 2012-04-2915:56:28 Port level_5 Wirrar group 4 is deletel
4 2012-04-2815:07.02 SNTP level_5 Setting system time OK
5 2008-01-01 08:00:15 SHMP level_5 SMMP initialization OK.
B 2006-01-01 08:00:00 QoS level_5 205 module initialization Ok
[Reresh | [ Help |
Note:

1. There are & severity levels marked with value 0-7. The smallervalue has the higher priority.
2 This page displays logs in the log buffer, and at most 512 logs are displayed.

Figure 14-3 Log Table

The following entries are displayed on this screen:

> Log Info

Index: Displays the index of the log information.

Time: Displays the time when the log event occurs. The log can get the
correct time after you configure on the System ->System
Info->System Time Web management page.

Module: Displays the module which the log information belongs to. You can
select a module from the drop-down list to display the corresponding
log information.

Severity: Displays the severity level of the log information. You can select a
severity level to display the log information whose severity level value
is the same or smaller.

Content: Displays the content of the log information.

Note:

1. The logs are classified into eight levels based on severity. The higher the information severity
is, the lower the corresponding level is.

2. This page displays logs in the log buffer, and at most 512 logs are displayed.
14.2.2 Local Log

Local Log is the log information saved in switch. By default, all system logs are saved in log buffer
and the logs with severities from level_0 to level_2 are saved in log file meanwhile. On this page,
you can set the output channel for logs.
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Choose the menu Maintenance—Log—Local Log to load the following page.

Local Log Config

Select Channel Severity Status
Fl w v
F Log Buffer level B Enable
Fl Log File level_2 Disahle
[ Apply ] [ Help ]
Hote:

1.Local log includes 2 channels: log buffer and log file.
2 There are 8 severity levels marked with values 0-7. The smallervalue has the higher priarity.

Figure 14-4 Local Log
The following entries are displayed on this screen:

> Local Log Config

Select: Select the desired entry to configure the corresponding local log.

Channel: e Log buffer: Indicates the RAM for saving system log. The
inforamtion in the log buffer is displayed on the Log Table
page. It will be lost when the switch is restarted.

e Log File: Indicates the flash sector for saving system log.
The information in the log file will not be lost after the switch
is restarted and can be exported on the Backup Log page.

Severity: Specify the severity level of the log information output to each
channel. Only the log with the same or smaller severity level
value will be output.

Status: Enable/Disable the channel.

14.2.3 Remote Log

Remote log feature enables the switch to send system logs to the Log Server. Log Server is to
centralize the system logs from various devices for the administrator to monitor and manage the
whole network.

Choose the menu Maintenance—Log—Remote Log to load the following page.

Log Haost

Select Index Haost IF LIDF Fart Severity Status
[F] w v
Fl 1 0.0.0.0 514 level_6& Disahle
F 2 0.0.0.0 a14 level B Disahle
F 3 0.0.0.0 a14 level_f Disahle
F 4 n.0.0.0 514 level_F Digable

[ ARply ] l Help ]
Note:

1.Upto 4 log hosts are supported.
2 There are 8 severity levels marked with values 0-7. The smaller value has the higher priarity.

Figure 14-5 Log Host
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The following entries are displayed on this screen:

> Log Host

Index: Displays the index of the log host. The switch supports 4 log
hosts.

Host IP: Configure the IP for the log host.

UDP Port: Displays the UDP port used for receiving/sending log
information. Here we use the standard port 514.

Severity: Specify the severity level of the log information sent to each log
host. Only the log with the same or smaller severity level value
will be sent to the corresponding log host.

Status: Enable/Disable the log host.

Note:

The Log Server software is not provided. If necessary, please download it on the Internet.

14.2.4 Backup Log

Backup Log feature enables the system logs saved in the switch to be output as a file for device
diagnosis and statistics analysis. When a critical error results in the breakdown of the system, you
can export the logs to get some related important information about the error for device diagnosis
after the switch is restarted.

Choose the menu Maintenance—Log—Backup Log to load the following page.

Backup Log
Click the huttan here to hackup the [og file:

EIan:kupLDg] [ Help ]

Note:
It weill take a few minutes to hackup the log file. Please wait without any operation.

Figure 14-6 Backup Log
The following entry is displayed on this screen:

> Backup Log
Backup Log: Click the Backup Log button to save the log as a file to your computer.

Note:

It will take a few minutes to backup the log file. Please wait without any operation.

14.3 Device Diagnostics
This switch provides Cable Test for device diagnose.

14.3.1 Cable Test

Cable Test functions to test the connection status of the cable connected to the switch, which
facilitates you to locate and diagnose the trouble spot of the network.
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Choose the menu Maintenance—Device Diagnostics—Cable Test to load the following page.

Cable Test
Faort: | -- v LInit: meter
Fair Status Length Errar
Pair-A
Fair-B
Pair-C
Pair-D

[ Test ] [ Help ]

Note:

1. The interval hetween twa cahle test for one port must be mare than 3 seconds.
2. The resultis mare reasanable when the cable pairis in the open status.

3. The resultis just for your information.

Figure 14-7 Cable Test

The following entries are displayed on this screen:

> Cable Test

Port: Select the port for cable testing.

Pair: Displays the Pair number.

Status: Displays the connection status of the cable connected to the port. The
test results of the cable include normal, close, open or impedance.

Length: If the connection status is normal, here displays the length range of
the cable.

Error: If the connection status is close, open or impedance, here displays the
error length of the cable.

Note:

1. The Length displayed here is the length of pair cable not that of the physical cable.

2. The test result is just for your reference.

14.4 Network Diagnostics
This switch provides Ping test and Tracert test functions for network Diagnostics.

14.4.1 Ping

Ping test function, testing the connectivity between the switch and one node of the network,
facilitates you to test the network connectivity and reachability of the host so as to locate the
network malfunctions.

Choose the menu Maintenance—Network Diagnostics—Ping to load the following page.
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Fing Canfig

Destination IP: 192168.0.1

Ping Times: 4 (1-10)
Ping
Data Size: 4 byte (1-1024)

Interval: 1000 milligec (100-1000)

Fing Result
Finging 192 168.0.1 with 64 hytes of data :
Reply from 192 168.0.1 : bytes=64 time=16ms TTL=64
Reply from 192 168.0.1 : bytes=64 time=16ms TTL=64
Reply from 192 168.0.1 : bytes=64 time=16ms TTL=64
Reply from 192 168.0.1 : bytes=64 time=16ms TTL=R4

Fing statistics far 192.168.0.1:

Packets: Sent=4 , Received =4, Lost=0(0% loss)
Approximate round trip times in milli-seconds:
Minimum = O0ms |, Maximum = 0ms |, Average = 0ms

Figure 14-8 Ping

The following entries are displayed on this screen:

> Ping Config

Destination IP: Enter the IP address of the destination node for Ping test. Both IPv4
and IPv6 are supported.

Ping Times: Enter the amount of times to send test data during Ping testing. The
default value is recommended.

Data Size: Enter the size of the sending data during Ping testing. The default
value is recommended.

Interval: Specify the interval to send ICMP request packets. The default value

is recommended.

14.4.2 Tracert

Tracert test function is used to test the connectivity of the gateways during its journey from the
source to destination of the test data. When malfunctions occur to the network, you can locate
trouble spot of the network with this tracert test.

Choose the menu Maintenance—Network Diagnostics—Tracert to load the following page.

Tracert Caonfig

Destination IP: 192.168.0.100
htax Hop: 4 hop (1-30)

Tracert Result

Figure 14-9 Tracert
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The following entries are displayed on this screen:

> Tracert Config

Destination IP: Enter the IP address of the destination device. Both IPv4 and IPv6 are
supported.

Max Hop: Specify the maximum number of the route hops the test data can pass
through.

Return to CONTENTS
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Appendix A: Specifications

IEEE802.3 10Base-T Ethernet

IEEE802.3u 100Base-TX/100Base-FX Fast Ethernet
IEEE802.3ab 1000Base-T Gigabit Ethernet
Standards IEEE802.3z 1000Base-X Gigabit Ethernet

IEEE802.3x Flow Control
IEEE802.1p QoS
IEEE802.1q VLAN

Ethernet: 10Mbps HD, 20Mbps FD

Transmission Rate Fast Ethernet: 100Mbps HD, 200Mbps FD

Gigabit Ethernet: 2000Mbps FD

10Base-T: UTP/STP of Cat. 3 or above

100Base-TX: UTP/STP of Cat. 5 or above
100Base-FX: MMF or SMF SFP Module (Optional)

1000Base-T: 4-pair UTP (<100m) of Cat. 5, Cat. 5e, Cat.6
or above

Transmission Medium

1000Base-X: MMF or SMF SFP Module (Optional)

For TL-SG2216/TL-SG2424: Power, System,1000Mbps,
Link/Act

LED For TL-SG2424P: Power, System, 10/100/1000Mbps Port
LED, Speed, PoE, PoE Max

For TL-SG2452: PWR, SYS, 10/100/1000Mbps

Transmission Method Store and Forward

10BASE-T: 14881pps/port
Packets Forwarding Rate| 100BASE-TX: 148810pps/port
1000Base-T: 1488095pps/port

Operating Temperature: 0°C~ 40°C

Operating Storage Temperature: -40°C ~70°C
Environment

Operating Humidity: 10% ~ 90% RH Non-condensing

Storage Humidity: 5% ~ 90% RH Non-condensing

Return to CONTENTS
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Appendix B: Configuring the PCs

In this section, we’ll introduce how to install and configure the TCP/IP correctly in Windows 2000
and TCP/IPv6 in WIN7Y. First make sure your Ethernet Adapter is working, refer to the adapter’s
manual if necessary.

1. In IPv4 network:

1) On the Windows taskbar, click the Start button, and then click Control Panel.

2) Click the Network and Internet Connections icon, and then click on the Network
Connections tab in the appearing window.

3) Right click the icon that showed below, select Properties on the prompt page.

LAN or High-Speed Internet

ocal Area Conneckian
d, Firewalled
Disable
Status
Repair

Bridge Connections

Create Shortout
[elete

Renane

Figure B-1
4) In the prompt page that showed below, double click on the Internet Protocol (TCP/IP).
General | Authentication | Advanced |

Connect using:

@ Realtek RTLE133 Family PCI Fast Ett

Thiz connection uzes the following ikems:

U= 005 Packet Scheduler -
S AEGIS Protocol [IEEE 80218 »3.4.3.0

Intermet Protocol [TCRAAP]
-
1| | B
Ingtall... Wrirstall | Properties |
— Dezcrption

Tranzmizzion Contral Protocol/lnternet Protocal. The default
wide area network pratocol that provides communication
acrozs diverse interconnected netwaorks.

[ Show icon in notification area when connected
¥ Motify me when this connection haz limited ar no connectivity

(]9 Cancel

Figure B-2
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5) The following TCP/IP Properties window will display and the IP Address tab is open on
this window by default.

Internet Protocol {TCP/IP) Properkies d B

General I

Tou can get IP zettings aszigned autamatically if your network. supparts
thiz capability. Otherwize, you need to azk your network, administrator for
the appropriate IP settings.

" Dbtain an IP address automatizally

—% Use the following IP address:

P address: I 192 168 . 0 .24
Subnet mask: I 28R 28R 2R .0
Diefault gateway: 192 188, 0 .1

£ [btain DNS eervern addiess autamatically

—%" Use the following DNS server addresses:

Preferred DMS zerver: I

Alternate DNS server: I

Advanced... |
ak I Cancel |

Figure B-3

6) Select Use the following IP address. And the following items will be available. If the
switch's IP address is 192.168.0.1, specify IP address as 192.168.0.x (x is from 2 to 254),
and the Subnet mask as 255.255.255.0.

7)  Click OK to save your settings.
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2. In IPv6 network:

1)  On the Windows taskbar, click the Start button, and then click Control Panel.

2) Click the View network status and tasks under the tab Network and Internet.
folle =

3)

System and Security
Review your computer's status
Back up your computer

|
«

25
Find and fix prablems

Q@v@ » Control Panel » R |¢,| | Search Control Pane o |
File Edit View Tools Help
Adjust your computer’s settings Viewby: Category ™
.

User Accounts and Family
Safety

! B Add or remove user accounts
"Fj' Set up parental controls for any
user

Netwark and Internet
&' | View network status and tasks
—

| Appearance and

Choose homegroup and sharin
options

/ Hardware and Sound
*  View devices and printers
Add a device

g w Personalization
Change the theme
¥

Change desktop background
Adjust screen resolution

Clock, Language, and

E—# Programs Region
o8l Ch keyboards or cther input
4 s MRS s el P
y Uninstall a program rreths da B

Change display language

@I Fase of Access

m

W Computer

Figure B-4

Select Local Network Connection under the tab View your active networks on the

prompt page.

View your active networks

TP-LINK_Networkl
Home network

Connect or disconnect

Access type: Internet

Connections: «7[Local Network Connection |

Figure B-5
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4) In the prompt page that showed below, double click on the Internet Protocol Version 6
(TCP/IPv6).

U Local Area Connection Properties (3]

Metworking

Connect using:

-_..I'IF Realtele RTLE1DZE/RTLE102E

Thiz connection uses the following tems:

0% Client for Microsoft Netwarks

81 0105 Packet Scheduler

E,'. File and Printer Shanng for Microsoft Networs

-t Reliable Multicast Protocal

i ool Verson 6 (ICP/IPv6)

b |ntemet Protocol Version 4 {TCP/1Pv4)

b Link-Layer Topology Discovernr Mapper /0 Driver
<4 |ink-Layer Topology Discovery Responder

[ Imstall.... Uninstall Properties

Description

TCPAP version & The latest version of the intemet pratacal
that provides communication across diverse interconnected
rietworks.

oK || Canesl

Figure B-6

5) The following TCP/IPv6 Properties window will display and the IP Address tab is open
on this window by default.

Internet Protocol Version & (TCP/IPVE) Properties "

General

‘fou can get IPve settings assigned automatically if vour network supports this capahility.
Otherwise, you need to ask your network administrator for the appropriate IPv6 settings.

() Obtain an IPv6 address automatically
(@) Use the following IPv6 address:

IPw6 address: 300114
Subnet prefix length: a4
Default gateway: 30011

Obtain DNS server address automatically
@ Use the following DNS server addresses:

Preferred DNS server:

Alternate DNS server:

|:| Validate settings upon exit

| Ok ] ’ Cancel ]

Figure B-7

195



Select Use the following IPv6 address. And the following items will be available. If the
switch's IP address is 3001::1/64, specify IP address as 3001::14 for example , and the

Subnet prefix length as 64.

Click OK to save your settings.

Return to CONTENTS
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Appendix C: Glossary

Boot Protocol (BOOTP)

BOOTP is used to provide bootup information for network devices, including IP address
information, the address of the TFTP server that contains the devices system files, and the name
of the boot file.

Class of Service (CoS)

CoS is supported by prioritizing packets based on the required level of service, and then placing
them in the appropriate output queue. Data is transmitted from the queues using weighted
round-robin service to enforce priority service and prevent blockage of lower-level queues. Priority
may be set according to the port default, the packet’s priority bit (in the VLAN tag), TCP/UDP port
number, or DSCP priority bit.

Differentiated Services Code Point (DSCP)

DSCP uses a six-bit tag to provide for up to 64 different forwarding behaviors. Based on network
policies, different kinds of traffic can be marked for different kinds of forwarding. The DSCP bits
are mapped to the Class of Service categories, and then into the output queues.

Domain Name Service (DNS)
A system used for translating host names for network nodes into IP addresses.

Dynamic Host Control Protocol (DHCP)

Provides a framework for passing configuration information to hosts on a TCP/IP network. DHCP
is based on the Bootstrap Protocol (BOOTP), adding the capability of automatic allocation of
reusable network addresses and additional configuration options..

IEEE 802.1D
Specifies a general method for the operation of MAC bridges, including the Spanning Tree
Protocol.

IEEE 802.1Q

VLAN Tagging—Defines Ethernet frame tags which carry VLAN information. It allows switches to
assign endstations to different virtual LANs, and defines a standard way for VLANs to
communicate across switched networks.

IEEE 802.1p

An IEEE standard for providing quality of service (QoS) in Ethernet networks. The standard uses
packet tags that define up to eight traffic classes and allows switches to transmit packets based on
the tagged priority value.

IEEE 802.3ac
Defines frame extensions for VLAN tagging.

IEEE 802.3x
Defines Ethernet frame start/stop requests and timers used for flow control on full-duplex links.
(Now incorporated in IEEE 802.3-2002)
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Internet Group Management Protocol (IGMP)

A protocol through which hosts can register with their local router for multicast services. If there is
more than one multicast switch/router on a given subnetwork, one of the devices is made the
“querier” and assumes responsibility for keeping track of group membership.

IGMP Snooping
Listening to IGMP Query and IGMP Report packets transferred between IP Multicast routers and
IP Multicast host groups to identify IP Multicast group members.

IGMP Query

On each subnetwork, one IGMP-capable device will act as the querier — that is, the device that
asks all hosts to report on the IP multicast groups they wish to join or to which they already belong.
The elected querier will be the device with the lowest IP address in the subnetwork.

IP Multicast Filtering
It is a feature to allow or deny the Client to add the specified multicast group.

Multicast Switching
A process whereby the switch filters incoming multicast frames for services forwhich no attached
host has registered, or forwards them to all ports contained within the designated multicast group.

Layer 2
Data Link layer in the ISO 7-Layer Data Communications Protocol. This is related directly to the
hardware interface for network devices and passes on traffic based on MAC addresses.

Link Aggregation
See Port Trunk.

Management Information Base (MIB)
An acronym for Management Information Base. It is a set of database objects that contains
information about a specific device.

MD5 Message-Digest Algorithm

An algorithm that is used to create digital signatures. It is intended for use with 32 bit machines
and is safer than the MD4 algorithm, which has been broken. MD5 is a one-way hash function,
meaning that it takes a message and converts it into a fixed string of digits, also called a message
digest.

Network Time Protocol (NTP)

NTP provides the mechanisms to synchronize time across the network. The time servers operate
in a hierarchical-master-slave configuration in order to synchronize local clocks within the subnet
and to national time standards via wire or radio.

Port Mirroring
A method whereby data on a target port is mirrored to a monitor port for troubleshooting with a
logic analyzer or RMON probe. This allows data on the target port to be studied unobstructively.

Port Trunk
Defines a network link aggregation and trunking method which specifies how to create a single
high-speed logical link that combines several lower-speed physical links.
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Remote Authentication Dial-in User Service (RADIUS)
RADIUS is a logon authentication protocol that uses software running on a central server to
control access to RADIUS-compliant devices on the network.

Remote Monitoring (RMON)

RMON provides comprehensive network monitoring capabilities. It eliminates the polling required
in standard SNMP, and can set alarms on a variety of traffic conditions, including specific error
types.

Rapid Spanning Tree Protocol (RSTP)
RSTP reduces the convergence time for network topology changes to about 10% of that required
by the older IEEE 802.1D STP standard.

Simple Network Management Protocol (SNMP)
The application protocol in the Internet suite of protocols which offers network management
services.

Simple Network Time Protocol (SNTP)

SNTP allows a device to set its internal clock based on periodic updates from a Network Time
Protocol (NTP) server. Updates can be requested from a specific NTP server, or can be received
via broadcasts sent by NTP servers.

Spanning Tree Algorithm (STA)

A technology that checks your network for any loops. A loop can often occur in complicated or
backup linked network systems. Spanning Tree detects and directs data along the shortest
available path, maximizing the performance and efficiency of the network.

Telnet
Defines a remote communication facility for interfacing to a terminal device over TCP/IP.

Transmission Control Protocol/Internet Protocol (TCP/IP)
Protocol suite that includes TCP as the primary transport protocol, and IP as the network layer
protocol.

Trivial File Transfer Protocol (TFTP)
A TCP/IP protocol commonly used for software downloads.

User Datagram Protocol (UDP)

UDP provides a datagram mode for packet-switched communications. It uses IP as the underlying
transport mechanism to provide access to IP-like services. UDP packets are delivered just like IP
packets — connection-less datagrams that may be discarded before reaching their targets. UDP is
useful when TCP would be too complex, too slow, or just unnecessary.

Virtual LAN (VLAN)

A Virtual LAN is a collection of network nodes that share the same collision domain regardless of
their physical location or connection point in the network. A VLAN serves as a logical workgroup
with no physical barriers, and allows users to share information and resources as though located

on the same LAN.
Return to CONTENTS
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