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FCC STATEMENT

FCS

This equipment has been tested and found to comply with the limits for a Class A digital device,
pursuant to part 15 of the FCC Rules. These limits are designed to provide reasonable protection
against harmful interference when the equipment is operated in a commercial environment. This
equipment generates, uses, and can radiate radio frequency energy and, if not installed and used
in accordance with the instruction manual, may cause harmful interference to radio
communications. Operation of this equipment in a residential area is likely to cause harmful
interference in which case the user will be required to correct the interference at his own expense.

This device complies with part 15 of the FCC Rules. Operation is subject to the following two
conditions:

1) This device may not cause harmful interference.
2) This device must accept any interference received, including interference that may cause

undesired operation.

Any changes or modifications not expressly approved by the party responsible for compliance
could void the user’s authority to operate the equipment.

CE Mark Warning

C€

This is a class A product. In a domestic environment, this product may cause radio interference, in
which case the user may be required to take adequate measures.

s

MpooykT cepTudiikoBaHoO 3rigHO ¢ npaeunamu cuctemm YKpCEIMNPO Ha BignosigHicTb BUMOram
HOPMAaTMBHMX [OOKYMEHTIB Ta BMMOram, WO nepeabayeHi YMHHUMKM 3aKOHOOABYMMM aKTaMu
YkpaiHu.
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Safety Information

® When product has power button, the power button is one of the way to shut off the product;
When there is no power button, the only way to completely shut off power is to disconnect the
product or the power adapter from the power source.

® Don’t disassemble the product, or make repairs yourself. You run the risk of electric shock and
voiding the limited warranty. If you need service, please contact us.

® Avoid water and wet locations.
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Package Contents

The following items should be found in your box:
One T3700G-28TQ switch

One Power Cord

One Console Cable

One Power Supply Module Slot Cover

Two mounting brackets and other fittings

Installation Guide

YV V ¥V V V V VY

Resource CD for T3700G-28TQ switch, including:
e This User Guide

e The Command Line Interface Guide

e SNMP Mibs

e 802.1X Client Software

e  Other Helpful Information

Note:

Make sure that the package contains the above items. If any of the listed items are damaged or
missing, please contact your distributor.



Chapter 1 About This Guide

This User Guide contains information for setup and management of T3700G-28TQ switch. Please
read this guide carefully before operation.

1.1 Intended Readers

This Guide is intended for network managers familiar with IT concepts and network terminologies.

1.2 Conventions

In this Guide the following conventions are used:

»> The switch or T3700G-28TQ mentioned in this Guide stands for T3700G-28TQ JetStream
28-Port Gigabit Stackable L3 Managed Switch without any explanation.

»> Menu Name—Submenu Name—Tab page indicates the menu structure. System—System

Info—System Summary means the System Summary page under the System Info menu

option that is located under the System menu.

> Bold font indicates a button, a toolbar icon, menu or menu item.

Symbols in this Guide:

Symbol Description

Ignoring this type of note might result in a malfunction or damage to the

Note: device.
This format indicates important information that helps you make better use of
Tips: your device.

1.3 Overview of This Guide

Chapter

Introduction

Chapter 1 About This Guide

Introduces the guide structure and conventions.

Chapter 2 Introduction

Introduces the features, application and appearance of
T3700G-28TQ switch.

Chapter 3 Login to the Switch

Introduces how to log on to T3700G-28TQ Web management
page.




Chapter

Introduction

Chapter 4 System

This module is used to configure system properties of the switch.
Here mainly introduces:

o System Info: Configure the description, system time and
network parameters of the switch.

o User Management: Configure the user name and password for
users to manage the switch with a certain access level.

o System Tools: Manage the configuration file of the switch.

e Access Security: Provide different security measures for the
user to enhance the configuration management security.

Chapter 5 Stack

This module is used to configure the stack properties of the
switch. Here mainly introduces:

¢ Stack Info: View the detailed information of the stack.
¢ Stack Config: Configure the current stack.
o Switch Renumber: Configure the stack member’s unit ID.

Chapter 6 Switching

This module is used to configure basic functions of the switch.
Here mainly introduces:

¢ Port: Configure the basic features for the port.

¢ LAG: Configure Link Aggregation Group. LAG is to combine a
number of ports together to make a single high-bandwidth data
path.

o Traffic Monitor: Monitor the traffic of each port
¢ MAC Address: Configure the address table of the switch.

Chapter 7 VLAN

This module is used to configure VLANs to control broadcast in
LANSs. Here mainly introduces:

¢ 802.1Q VLAN: Configure port-based VLAN.

¢ MAC VLAN: Configure MAC-based VLAN without changing
the 802.1Q VLAN configuration.

e Protocol VLAN: Create VLANs in application layer to make
some special data transmitted in the specified VLAN.

e VLAN VPN: VLAN VPN allows the packets with VLAN tags of
private networks to be encapsulated with VLAN tags of public
networks at the network access terminal of the Internet Service
Provider.

o GVRP: GVRP allows the switch to automatically add or remove
the VLANSs via the dynamic VLAN registration information and
propagate the local VLAN registration information to other
switches, without having to individually configure each VLAN.

e Private VLAN: Designed to save VLAN resources of uplink
devices and decrease broadcast. Private VLAN mainly used in
campus or enterprise networks to achieve user layer-2-
separation and to save VLAN resources of uplink devices.




Chapter

Introduction

Chapter 8 Spanning Tree

This module is used to configure spanning tree function of the
switch. Here mainly introduces:

e STP Config: Configure and view the global settings of
spanning tree function.

¢ Port Config: Configure CIST parameters of ports.
e MSTP Instance: Configure MSTP instances.

e STP Security: Configure protection function to prevent devices
from any malicious attack against STP features.

Chapter 9 Multicast

This module is used to configure multicast function of the switch.
Here mainly introduces:

e IGMP Snooping: Configure global parameters of IGMP
Snooping function, port properties, VLAN and multicast VLAN.

o Multicast IP: Configure multicast IP table.

e Multicast Filter: Configure multicast filter feature to restrict
users ordering multicast programs.

o Packet Statistics: View the multicast data traffic on each port of
the switch, which facilitates you to monitor the IGMP messages
in the network.

e Querier: Configure the switch to act as an IGMP Snooping
Querier.

Chapter 10 Routing

The module is used to configure several IPv4 unicast routing
protocols. Here mainly introduces:

o Interface: Configure and view different types of interfaces:
VLAN, loopback and routed port.

o Routing table: Displays the routing information summary.

o Static Routing: Configure and view static routes.

e DHCP Server: Configure the DHCP feature to assign IP
parameters to specified devices.

e DHCP Relay: Configure the DHCP relay feature.

¢ Proxy ARP: Configure the Proxy ARP feature to enable hosts
on the same network but isolated at layer 2 to communicate
with each other.

o ARP: Displays the ARP information.

e RIP: Configure the RIP feature. RIP is an interior gateway
protocol using UDP data packets to exchange routing
information.

e OSPF: Configure the Open Shortest Path protocol.

¢ VRRP: Configure the Virtual Router Redundant Protocol.

Chapter 11 Multicast Routing

This module is used to configure several multicast routing
protocols for multicast data forwarding. Here mainly introduces:

¢ Global Config:

e IGMP: Configure the IGMP features.

e PIM DM: Configure the PIM DM features.

¢ PIM SM: Configure the PIM SM features.

o Static Mroute: Configure the static multicast routing features.




Chapter

Introduction

Chapter 12 QoS

This module is used to configure QoS function to provide different
quality of service for various network applications and
requirements. Here mainly introduces:

o DiffServ: Configure priorities, port priority, 802.1P priority and
DSCP priority.
e Bandwidth Control: Configure rate limit feature to control the

traffic rate on each port; configure storm control feature to filter
broadcast, multicast and UL frame in the network.

e Voice VLAN: Configure voice VLAN to transmit voice data
stream within the specified VLAN so as to ensure the
transmission priority of voice data stream and voice quality.

Chapter 13 ACL

This module is used to configure match rules and process policies
of packets to filter packets in order to control the access of the
illegal users to the network. Here mainly introduces:

« Time-Range: Configure the effective time for ACL rules.
¢ ACL Config: ACL rules.
e Policy Config: Configure operation policies.

e Policy Binding: Bind the policy to a port/VLAN to take its effect
on a specific port/VLAN.

Chapter 14 Network Security

This module is used to configure the multiple protection measures
for the network security. Here mainly introduces:

e IP-MAC Binding: Bind the IP address, MAC address, VLAN ID
and the connected Port number of the Host together.

¢ ARP Inspection: Configure ARP inspection feature to prevent
the network from ARP attacks.

e |IP Source Guard: Configure IP source guard feature to filter IP
packets in the LAN.

e DoS Defend: Configure DoS defend feature to prevent DoS
attack.

e 802.1X: Configure common access control mechanism for
LAN ports to solve mainly authentication and security
problems.

Chapter 15 SNMP

This module is used to configure SNMP function to provide a
management frame to monitor and maintain the network devices.
Here mainly introduces:

o SNMP Config: Configure global settings of SNMP function.

o Notification:  Configure notification function for the
management station to monitor and process the events.

e RMON: Configure RMON function to monitor network more
efficiently.

Chapter 16 LLDP

This module is used to configure LLDP function to provide
information for SNMP applications to simplify troubleshooting.
Here mainly introduces:

o Basic Config: Configure the LLDP parameters of the device.

e Device Info: View the LLDP information of the local device and
its neighbors

e Device Statistics: View the LLDP statistics of the local device
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Chapter 17 Cluster

This module is used to configure cluster function to centrally
manage the scattered devices in the network. Here mainly
introduces:

e NDP: Configure NDP function to get the information of the
directly connected neighbor devices.

o NTDP: Configure NTDP function for the commander switch to
collect NDP information.

o Cluster: Configure cluster function to establish and maintain cluster.

Chapter 18 Maintenance

This module is used to assemble the commonly used system

tools to manage the switch. Here mainly introduces:

¢ System Monitor: Monitor the memory and CPU of the switch.

e Log: View and configure the system log function.

o Device Diagnostics: Including Cable Test and Loopback. Cable
Test tests the connection status of the cable connected to the

switch; and Loopback tests if the port of the switch and the
connected device are available.

¢ Network Diagnostics: Test if the destination is reachable and
the account of router hops from the switch to the destination.

Chapter 19 System
Maintenance via FTP

Introduces how to download firmware of the switch via FTP
function.

Appendix A Specifications

Lists the glossary used in this manual.

Appendix B Configure the PCs

Introduces how to configure the PCs.

Appendix C 802.1X Client
Software

Introduces how to use 802.1X Client Software provided for
authentication.

Appendix D Glossary

Lists the glossary used in this manual.

Return to CONTENTS




Chapter 2 Introduction

Thanks for choosing the T3700G-28TQ JetStream 28-Port Gigabit Stackable L3 Managed Switch!

2.1 Overview of the Switch

T3700G-28TQ is TP-LINK’s JetStream layer 3 stackable switch, supporting up to 4 SFP+ slots.
T3700G-28TQ is ideal for large enterprises, campuses or SMB networks requiring an outstanding,
reliable and affordable 10 Gigabit solution. T3700G-28TQ supports stacking of up to 8 units, thus
providing flexible scalability and protective redundancy for your networks. Moreover, aiming to
better protect your network, T3700G-28TQ’s main power is removable, with the help of TP-LINK’s
RPS, administrators can easily change its main power if it encounters some problems without
shutting down the switch. This feature enables your network to really enjoy the benefit of
uninterrupted operation.

2.2 Main Features

e Advanced Layer 3 Features

+ Supports abundant Layer 3 routing protocols such as Static Routing, RIP v1/v2, OSPF v2
and PIM SM/PIM DM.

+ Provides many useful Layer 3 features such as DHCP Server, VRRP and ARP Proxy which
enable your network to meet the more extended applications.

e Physical Stacking Technology
+ True Physical Stacking technology supports up to 8 units’ physical stacking.
+ Whole stacking system can provides up to 8*128Gbps Switching Capacity.
+ Supports distributed Link Aggregation for active-active connections.

e Removable Power Supply Module and RPS

+ Removable design Power Supply Module enables easily power change when it encounters
failure.

+ Hot-swappable Redundant Power Supply (RPS) minimizes downtime, letting your system
really enjoy the uninterrupted operation.

¢ Resiliency and Availability

+ Link aggregation (LACP) increases aggregated bandwidth, optimizing the transport of
business critical data.

+ |IEEE 802.1s Multiple Spanning Tree provides high link availability in multiple VLAN
environments.

+ Multicast snooping automatically prevents flooding of IP multicast traffic.
+ Root Guard protects root bridge from malicious attack or configuration mistakes.
+ Stack technology provides redundant links across the switch stack.

e Layer 2 Switching

+ GVRP (GARP VLAN Registration Protocol) allows automatic learning and dynamic
assignment of VLANSs.

+ Supports up to 4K VLANs simultaneously (out of 4K VLAN IDs).



e Quality of Service
+ Supports L2/L3 granular CoS with 8 priority queues per port.
+ Rate limiting confines the traffic flow accurately according to the preset value.
e Security
+ Supports multiple industry standard user authentication methods such as 802.1x, RADIUS.
+ IP Source Guard prevents IP spoofing attacks.

+ Dynamic ARP Inspection blocks ARP packets from unauthorized hosts, preventing
man-in-the-middle attacks.

+ L2/L3/L4 Access Control Lists restrict untrusted access to the protected resource.
+ Provides SSHv1/v2, SSL 2.0/3.0 and TLS v1 for access encryption.
e Manageability
+ IP Clustering provides high scalability and easy Single-IP-Management.
+ Supports Telnet, CLI, SNMP v1/v2c¢c/v3, RMON and web access.
+ Port Mirroring enables monitoring selected ingress/egress traffic.
+ DHCP relay for forwarding User Datagram Protocol (UDP) broadcasts.

+ DHCP server for automatic assignment of IP addresses and other DHCP options to IP hosts.

2.3 Appearance Description
2.3.1 Front Panel

TP-LINK o S = o SO RO (GO eSS [ (|

eeeeee T Tt T TR T T T T 23

«stream =t g

L3 Managed Switch " 2 2.8
e g

Console Port

LEDs

10/100/1000Mbps R145 Port
SFP Port

SFP+ Port

Unit ID LED

Figure 2-1 Front Panel
The following parts are located on the front panel of the switch:

» Console Port: Designed to connect with the serial port of a computer or terminal for monitoring
and configuring the switch.



> LEDs

LED Status Indication
On The switch is powered on
PWR Off The switch is powered off or power supply is abnormal
Flashing Power supply is abnormal
Flashing The switch works properly
System
On/Off The switch works improperly
Both the built-in power supply and the redundant power
Green
supply work properly
RPS On The built-in  power supply works improperly, but the
Yellow
redundant power supply works properly
Off The switch is not connected to any redundant power supply
Green All the fans work properly
FAN
Yellow Not all the fans work properly
The switch works as master in the stack system, or does not
Master On join any stack system
Off The switch works as slave in the stack system
An Interface Card is connected to the switch and works
On(green)
properly
Module An Interface Card is connected to the switch, but works
Flashing(yellow) | .
improperly
Off No Interface Card is connected to the switch
o A 1000Mbps device is connected to the corresponding port,
Green : but no activity
Link/Act Flashing | Data is being transmitted or received
(Port 1-24) A 10/100Mbps device is connected to the corresponding
Yellow On port, but no activity
Flashing | Data is being transmitted or received
An SFP transceiver is connected to the corresponding port,
On - . o
and it is connected to a device, but no activity
) A 1000Mbps device is connected to the corresponding port
Flashing -
21F-24F and transmitting data
An SFP transceiver is connected to the corresponding port,
Off but it is not connected to a device, or no SFP transceiver is

connected




LED Status Indication

An SFP+ transceiver/cable is connected to the
On corresponding port, and it is connected to a 10Gbps device,
but no activity

A 10Gbps device is connected to the corresponding port

25,26 Flashing and transmitting data

An SFP+ transceiver/cable is connected to the
Off corresponding port, but it is not connected to a device, or no
SFP+ transceiver/cable is connected

An SFP+ transceiver/cable is connected to the
On corresponding port of the Interface Card, and it is connected
to a 10Gbps device, but no activity

A 10Gbps device is connected to the corresponding port of

Flashing the Interface Card and transferring data

M1, M2

An SFP+ transceiver/cable is connected to the
corresponding port of the Interface Card, but it is not
Off connected to a device, or no SFP+ transceiver/cable is
connected to the Interface Card, or no Interface Card is
connected

10/100/1000Mbps RJ45 Ports: Port 1-24, designed to connect to a device with the bandwidth
of 10Mbps, 100Mbps or 1000Mbps. Each has a corresponding 10/100/1000Mbps LED.

SFP Ports: Port 21F-24F, designed to install the SFP transceiver. These four SFP transceiver
slots are shared with the associated RJ45 ports. The associated two ports are referred as a
“Combo” port, which means they cannot be used simultaneously, otherwise only RJ45 port

works.

SFP+ Ports: Port 25-26, designed to install the 10Gbps SFP+ transceiver/cable.
T3700G-28TQ also provides an interface card slot on the rear panel to install the expansion
card (TX432 of TP-LINK for example). If TX432 is installed, you get another two 10Gbps SFP+
ports.

Unit ID LED: Designed to display the stack unit number of the switch. For the switch that does
not join any stack system, it displays its default unit number. To modify the default unit number,
please logon to the GUI of the switch and go to Stack—Stack Management—Switch
Renumber page.
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2.3.2 Rear Panel

The rear panel of T3700G-28TQ is shown as the following figure.

Mo

dule

@®

RPS Input Connector
DC 12V

o 0000  ©——
7 =)
S SO5GGL. |
e > (=
oo 0000 |\

Interface Card Slot

Grounding Terminal

RPS Input Connector

Power Supply Module

Note:

Figure 2-2 Rear Panel (1)

The Interface Card Slot, RPS Input Connector and AC Power Supply Module Slot are shipped with
protective covers.

> Interface Card Slot: Designed to extend the interfaces. You can select an Interface Card
(TX432 of TP-LINK for example) for your switch if needed.

» Grounding Terminal: T3700G-28TQ already comes with Lightning Protection Mechanism. You

can also ground the switch through the PE (Protecting Earth) cable of AC cord or with Ground

Cable. For detailed information, please refer to Installation Guide.

> RPS Input Connector: Provides an interface to connect the RPS (Redundant Power Supply).
You can select an RPS (RPS150 of TP-LINK for example) for your switch if needed.

> Power Supply Module Slot: Provides an interface to install the Power Supply Module. An

AC Power Supply Module PSM150-AC is provided with the switch.

With all the protective covers removed, and the Interface Card (TX432) & Power Supply Module
(PSM150-AC) inserted, the rear panel of T3700G-28TQ is shown as the following figure.

Module

—

goooopopooooooooOOOOO
co, I I
TX432 CLASS 1 LASER PR

RPS Input Connector
DC 12V

o ©
RG]
® O |[EEEEEEm| ©

Figure 2-3 Rear Panel (2)
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Chapter 3 Login to the Switch
3.1 Login

1) To access the configuration utility, open a web-browser and type in the default address
http://192.168.0.1 in the address field of the browser, then press the Enter key.

|| Address | &] http://192. 169.0. 1 [

Figure 3-1 Web-browser

Tips:

To log in to the switch, the IP address of your PC should be set in the same subnet addresses of
the switch. The IP address is 192.168.0.x ("x" is any number from 2 to 254), Subnet Mask is
255.255.255.0. For the detailed instructions as to how to do this, please refer to Appendix B.

2) After a moment, a login window will appear, as shown in Figure 3-2. Enter admin for the User

Name and Password, both in lower case letters. Then click the Login button or press the Enter
key.

TP-LINK"

Lser Mame: |admin |

Password:  |eeess |

[ Login ] [ Clear ]

Figure 3-2 Login
3.2 Configuration

After a successful login, the main page will appear as Figure 3-3, and you can configure the
function by clicking the setup menu on the left side of the screen.

12



TP-LINK'

T3700G-28TQ

Part Infa
System
* System Info 2
* User Management
+ System Tools
* Access Security

Stack
System
Switching
WHIT:
WLAN

Spanning Tree
Multicast
Routing
hMulticast Routing
QoS

AL

Metwork Security
SMMF

LLDF

Cluster
Maintenance

Save Coanfig

Index

Logout

Copyright @ 2014

System Summary

Infa

1
System Description:
Device Mame:
Device Location:
Contact Information:
Hardware Version:
Firmware Wersion:
Mac Address:
System Time:
Running Time:
SubSlot! Status
System Temperature:
Fan Speed-Mode:
Fan Status
Paweer Supply Module:
Redundant Power Supply:

28-Port Gigabit L3 Managed Switch
T3IT00G-28TQ

SHEMNZHEM

hitp e - link.com
T3700G-28TQ 1.0

1.0.0 Build 20140120 Rel.78992
00-0A-EB-13-12-BA

2006-01-01 08:01:51
0Day-0Hour- 2 Min-17 Sec
Mot Fresent

28.8 Degree Celsius

Slow

Ok

Present & Good

Present & Good

TR-LIMK Technologies Co.,
Ltd. All rights resered.

Figure 3-3 Main Setup-Menu

AN ote:

Clicking Apply can only make the new configurations effective before the switch is rebooted. If
you want to keep the configurations effective even the switch is rebooted, please click Save
Config. You are suggested to click Save Config before cutting off the power or rebooting the
switch to avoid losing the new configurations.

Return to CONTENTS
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Chapter 4 System

The System module is mainly for system configuration of the switch, including four submenus:
System Info, User Management, System Tools and Access Security.

4.1 System Info

The System Info, mainly for basic properties configuration, can be implemented on System
Summary, Device Description, System Time and Daylight Saving Time pages.

4.1.1 System Summary

On this page you can view the port connection status and the system information.

The port status diagram shows the working status of 24 10/100/1000Mbps RJ45 ports, 4
1000Mbps SFP ports and 2 10000Mbps SFP ports of the switch. Ports 27T and 28T are Combo
ports with SFP ports labeled 27F and 28F.

Choose the menu System — System Info — System Summary to load the following page.

Fort Infao

_____ B & 10 12 14 16 18 20 22 24 32F 4F 26
11 13

15 17T 19 21 23 21F Z3F 25
Systern Info
1HIT: 1
Systerm Description: 28-Port Gigahit L3 Managed Switch
Device Mame: T3700G-28TQ
Device Location: SHEMZHEM
Cantact Information: hitp:hamanee to-link.com
Hardware WVersion: T3700G-28T21.0
Firrare Version: 1.0.0 Build 20140120 Rel. 739392
Mac Address: 00-0A-EB-13-12-B5
System Time: 2006-01-01 08:01:51
Running Time: 0 Day-0Hour- 2 Min-17 Sec
SubSiot1 Status Mot Present
System Temperature: 298 Degree Celsius
Fan Speed-Mode: Slowe
+ Fan Status Ok
Fower Supply Module: Present & Good

Redundant Power Supphy: Fresent & Good

[Refreah] [ Help ]

Figure 4-1 System Summary
> Port Status

UNIT: Select the unit ID of the desired member in the stack.
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Indicates the 1000Mbps port is not connected to a device.

E N

Indicates the 1000Mbps port is at the speed of 1000Mbps.

Indicates the 1000Mbps port is at the speed of 10Mbps or 100Mbps.
Indicates the SFP port is not connected to a device.

Indicates the SFP port is at the speed of 1000Mbps.

Indicates the SFP+ port is not connected to a device.

Indicates the SFP+ port is at the speed of 10000Mbps.

A EEDD

Indicates the SFP+ port is at the speed of 1000Mbps.

When the cursor moves on the port, the detailed information of the port will be displayed.

Fort:1/0/14

Type1000M RJ45
Speed: 10000, FullDuplex
Status: Link Up

Figure 4-2 Port Information

> Port Info

Port: Displays the port number of the switch.

Type: Displays the type of the port.

Rate: Displays the maximum transmission rate of the port.
Status: Displays the connection status of the port.

Click a port to display the bandwidth utilization on this port. The actual rate divided by theoretical
maximum rate is the bandwidth utilization. Figure 4-3 displays the bandwidth utilization monitored
every four seconds. Monitoring the bandwidth utilization on each port facilitates you to monitor the
network traffic and analyze the network abnormities.

15



Bandwidth Ltilization

1

RFun Time: 84sec Current Port 10 Corrent Litilization: 0%

100%
0%
80%
0%
60%
50%
40%
30%
20%
10%
0

Legend: [ R« [ T ® Ry O T

Figure 4-3 Bandwidth Utilization
> Bandwidth Utilization

Rx: Select Rx to display the bandwidth utilization of receiving packets
on this port.

Tx: Select Tx to display the bandwidth utilization of sending packets
on this port.

4.1.2 Device Description

On this page you can configure the description of the switch, including device name, device location
and system contact.

Choose the menu System — System Info — Device Description to load the following page.

Device Description

Device Mame: TATO0G-28TQ (1-17 characters)
Device Location: |[SHEMZHER (1-32 characters) Ay
Svstermn Contact. | hitpahaann tp-link.com (1-32 characters)

Mote:
The Device Mame can contain digits, Enaglish letters and underlines anly.

Figure 4-4 Device Description
The following entries are displayed on this screen:
> Device Description

Device Name: Enter the name of the switch.

Device Location: Enter the location of the switch.

16



System Contact: Enter your contact information.

4.1.3 System Time

System Time is the time displayed while the switch is running. On this page you can configure the
system time and the settings here will be used for other time-based functions like ACL.

You can manually set the system time, get UTC automatically if it has connected to an NTP server
or synchronize with PC’s clock as the system time.

Choose the menu System — System Info — System Time to load the following page.
Time Info

Current System Time: 2006-01-01  08:36:19 Sunday

Current Time Source: Manual

Time Config
O Manual
Date:
Time:
®  GetTime fram NTP Server
Time Zone: (UTC+02:00) Beijing, Chongding, Hong Kang, Urumdi, Singapore

Prirmary Sever, 133.100.9.2

Secondary Sever: 139.78100.163
Update Rate: 12 haur{s)

O Synchronize with PC's Clock

Figure 4-5 System Time
The following entries are displayed on this screen:
> Time Info
Current System Time: Displays the current date and time of the switch.

Current Time Source: Displays the current time source of the switch.

» Time Config

Manual: When this option is selected, you can set the date and time
manually.

Get Time from NTP When this option is selected, you can configure the time zone

Server: and the IP Address for the NTP Server. The switch will get UTC

automatically if it has connected to an NTP Server.

e Time Zone: Select your local time.

e Primary/Secondary NTP Server: Enter the IP address for
the NTP Server.

e Update Rate: Specify the rate fetching time from NTP

server.
Synchronize with When this option is selected, the administrator PC’s clock is
PC’S Clock: utilized.

17



Note:

1. The system time will be restored to the default when the switch is restarted and you need to
reconfigure the system time of the switch.

2. When Get Time from NTP Server is selected and no time server is configured, the switch will
get time from the time server of the Internet if it has connected to the Internet.

4.1.4 Daylight Saving Time
Here you can configure the Daylight Saving Time of the switch.

Choose the menu System — System Info — Daylight Saving Time to load the following page.

DST Canfig
D5T Status: Disable
Fredefined Mode
JSA Australia Eurape Mew Zealand

Recurring Mode

Offset: l&11] {minutes)

Stant Time: Waalk Day Manth 01:00

End Time: Wigelk Day Manth 01:00

Date Mode

Dffset: ] (minutes)

Start Time: 0000 MDD HH: M bty

End Time: no:00 DD HH: M bt
| apply | [ Help |

Figure 4-6 Daylight Saving Time

The following entries are displayed on this screen:

» DST Config
DST Status: Enable or Disable DST.
Predefined Mode: Select a predefined DST configuration:

e USA: Second Sunday in March, 02:00 ~ First Sunday in
November, 02:00.

e Australia: First Sunday in October, 02:00 ~ First Sunday in
April, 03:00.

e FEurope: Last Sunday in March, 01:00 ~ Last Sunday in
October, 01:00.

e New Zealand: Last Sunday in September, 02:00 ~ First
Sunday in April, 03:00.
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Recurring Mode: Specify the DST configuration in recurring mode. This
configuration is recurring in use:

o Offset: Specify the time adding in minutes when Daylight
Saving Time comes.

e Start/End Time: Select starting time and ending time of
Daylight Saving Time.

Date Mode: Specify the DST configuration in Date mode. This configuration
is one-off in use:

e Offset: Specify the time adding in minutes when Daylight
Saving Time comes.

e Start/End Time: Select starting time and ending time of
Daylight Saving Time.

Note:

1. When the DST is disabled, the predefined mode, recurring mode and date mode cannot be
configured.

2. When the DST is enabled, the default daylight saving time is of Europe in predefined mode.
4.2 User Management

User Management functions to configure the user name and password for users to log on to the
Web management page with a certain access level so as to protect the settings of the switch from
being randomly changed.

The User Management function can be implemented on User Table and User Config pages.

4.2.1 User Table

On this page you can view the information about the current users of the switch.

Choose the menu System — User Management — User Table to load the following page.

Ilzer Tahle
Lzer|D Ilser Mame Access Level Status
1 adrmin Admin Enable

Figure 4-7 User Table
4.2.2 User Config

On this page you can configure the access level of the user to log on to the Web management
page. The switch provides two access levels: Guest and Admin. The guest only can view the
settings without the right to configure the switch; the admin can configure all the functions of the
switch. The Web management pages contained in this guide are subject to the admin’s login without any
explanation.
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Choose the menu System — User Management — User Config to load the following page.

User Info
User Mame:
Access Level:
User Status:
Fassword:

Confirm Passwaord:

® Enable O Disable

Guest w

Password Display Mode: | Simple |+
Lzer Table
Select UserID Lser Mame Access Level Status Cperation
] 1 admin Admin Enable Edit
Al | | petete | | Hep |
Hote:

The User Mame should be less than 16 characters and Password should be less than 31 characters
using digits, Enalish letters and underlines only.

Figure 4-8 User Config

The following entries are displayed on this screen:

>

User Info

User Name:

Access Level:

User Status:
Password:
Confirm Password:

Password Display
Mode:

User Table
Select:
User [ID, Name,

Access Level and
status:

Create a name for users’ login.

Select the access level to login.

e Admin: Admin can edit, modify and view all the settings of
different functions.

e Guest: Guest only can view the settings without the right to
edit and modify.

Select Enable/Disable the user configuration.
Type a password for users’ login.
Retype the password.

Select password display mode:
e Admin: Displays the password with plaintext in configure file.
e Cipher: Displays the password with ciphertext .

Select the desired entry to delete the corresponding user
information. It is multi-optional The current user information cannot
be deleted.

Displays the current user ID, user name, access level and user
status.
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Operation: Click the Edit button of the desired entry, and you can edit the
corresponding user information. After modifying the settings,
please click the Modify button to make the modification effective.
Access level and user status of the current user information
cannot be modified.

4.3 System Tools

The System Tools function, allowing you to manage the configuration file of the switch, can be
implemented on Boot Config, Config Restore, Config Backup, Firmware Upgrade, System
Reboot and System Reset pages.

4.3.1 Boot Config

On this page you can configure the boot file and the configuration file of the switch. When the
switch is powered on, it will start up with the startup image. If the startup fails, the switch will try to
start up with the backup image. If this startup fails too, the switch will changes to bootutil state, in
which circumstance the switch’s Web interface is unavailable and you can enter into the bootutil
menu of the switch through the console connection.

When the startup process is finished, the switch will read the startup-config file. If it fails, the switch
will try to read the backup-config file. If it fails too, the switch will be restored to factory settings.

Choose the menu System — System Tools — Boot Config to load the following page.

Boot Table
Select Unit CITETIERTL] LBEEATLE Backup Image  Current Startup Config Mext Startup Config Backup Config
Image Image
O image1.bin  * | |image2.bin
O 1 image1.bin image1.bin image2.bin configZ_1.cfg configZ_1.cfg configi.cig
[ m ] [restore] [ appy | [ Hep |
Image Table
UNIT:
+ Current Startup Image Exist & QK
+ Mext Startup Image Exist & OK
+ Backup Image Exist & OK
Note:

1. The image should be image1.bin or image2_bin.

2 The next startup and backup image should not be the same.
3. The config filename should be 5-63 characters.

4 The postfix of config filename must be * cfg.

5. The boot config will be setto default after restare.

6. The boot config will not be lost after system reset.

7. The boot config will be actived in next starting.

Figure 4-9 Boot Config
The following entries are displayed on this screen:

> Boot Table
Select: Select the unit(s).

Unit: Displays the unit ID.
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4.3.2 Config Restore

Current Startup
Image:

Next Startup Image:
Backup Image:

Current Startup
Config:

Next Startup
Config:

Backup Config:

Restore:

Displays the current startup image.

Select the next startup image.
Select the backup boot image.

Displays the current startup config filename.

Input the next startup config filename.

Input the backup config filename.

Set the boot parameter to default.

On this page you can upload a backup configuration file to restore your switch to this previous
configuration.

Choose the menu System — System Tools — Config Restore to load the following page.

Caonfig Restore

Restare the config from the saved canfig file

Select a backup canfig file and click the Impart button, and then you can restore to the previous

config.

Target Unit Unit1 «

Canfig file:

Note:

After restored the startup configuration file, the device must he rehoot in order for the newy configuration to

take effect.

Figure 4-10 Config Restore

The following entries are displayed on this screen:

>

Config Restore

Target Unit:

Import:

Note:

Select the desired unit in the stack to restore it to a backup
configuration.

Click the Import button to restore the backup configuration file. It
will take effect after the switch automatically reboots.

It will take a few minutes to restore the configuration. Please wait without any operation.

To avoid any damage, please don’t power down the switch while being restored.

After being restored, the current settings of the switch will be lost. Wrong uploaded
configuration file may cause the switch unmanaged.
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4.3.3 Config Backup

On this page you can download the current configuration of the specified unit in the stack and save
it as a file to your computer for your future configuration restore.

Choose the menu System — System Tools — Config Backup to load the following page.
Config Backup
Export current startup configuration file

Click the button Export, you can save the config to your computer.

Target Unit: Lnit3 »

Hote:
It will take a long time to export the config file. Please wait without any operation.

Figure 4-11 Config Backup
The following entries are displayed on this screen:

» Config Backup

Target Unit: Select the desired unit in the stack to backup its configuration file.

Export: Click the Export button to save the current configuration as a file
to your computer. You are suggested to take this measure before
upgrading.

Note:

It will take a few minutes to backup the configuration. Please wait without any operation.

4.3.4 Firmware Upgrade

The switch system can be upgraded via the Web management page. To upgrade the system is to
get more functions and better performance. Go to http://www.tp-link.com to download the updated
firmware.
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Choose the menu System—System Tools—Firmware Upgrade to load the following page.

Firmware Upgrade

You will get the new function after uparading the firmware.
Firmware File: Upgrade
Firmware Version: 1.0.0 Build 20140122 Rel.63113

Hardware Version; T3700G-28TQ 1.0

Note:

1. ¥ou are suggested to backup the configuration before upgrading.

2. Please select the proper software version matching with vour hardware to upgrade.
3. To avoid damaage, please dont turn off the device while uparading.

4. After upgrading, the device will reboot automatically.

Figure 4-12 Firmware Upgrade

AN ote:

Don't interrupt the upgrade.
Please select the proper software version matching with your hardware to upgrade.

To avoid damage, please don't turn off the device while upgrading.

s 0 Db =

After upgrading, the device will reboot automatically.

5. You are suggested to backup the configuration before upgrading.

4.3.5 System Reboot

On this page you can reboot the specified unit switch in the stack and return to the login page.
Please save the current configuration before rebooting to avoid losing the configuration unsaved

Choose the menu System—System Tools—System Reboot to load the following page.

System Reboot

Target Uinit: All Unit

Save Config: L]

Reboot:
Note:

To avoid damage, please don't turn off the device while rebooting.

Figure 4-13 System Reboot

AN ote:

To avoid damage, please don't turn off the device while rebooting.

4.3.6 System Reset

On this page you can reset the specified unit in the stack to the default. All the settings will be
cleared after the switch is reset.
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Choose the menu System—System Tools—System Reset to load the following page.

System Reset

Target Unit: Al Unit »

Reset:

Hote:

The Systermn Reset option will restore the configuration to default and your current settings will be lost.

Figure 4-14 System Reset

Note:

After the system is reset, the switch will be reset to the default and all the settings will be cleared.
4.4 Access Security

Access Security provides different security measures for the remote login so as to enhance the
configuration management security. It can be implemented on Access Control, SSL Config and
SSH Config pages.

4.4.1 Access Control

On this page you can control the users logging on to the Web management page to enhance the
configuration management security. The definitions of Admin and Guest refer to 4.2 User
Management. This function only applies to Web, SNMP, Telnet, SSL and SSH.

Choose the menu System—Access Security—Access Control to load the following page.

Access Control Config

Control Mode: Disable W
IP Address: Mask:
MAC Address: (Farmat: 00-00-00-00-00-01})

Session Config

Session Timeout: |10 min (5-30)

Access User Number
Number Control: ) Enable &) Disable
Admin Mumber: (1-16)
Guest Mumber: (0-15)

[ Apply ] [ Help ]

Figure 4-15 Access Control
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The following entries are displayed on this screen:

» Access Control Config

Control Mode:

IP Address& Mask:

MAC Address:

Port:

» Session Config

Session Timeout:

» Access User Number
Number Control:

Admin Number:

Guest Number:

4.4.2 SSL Config

Select the control mode for users to log on to the Web

management page.

¢ IP-based: Select this option to limit the IP-range of the users
for login.

e MAC-based: Select this option to limit the MAC Address of
the users for login.

o Port-based: Select this option to limit the ports for login.

These fields can be available for configuration only when
IP-based mode is selected. Only the users within the IP-range
you set here are allowed for login.

The field can be available for configuration only when MAC-based
mode is selected. Only the user with this MAC Address you set
here is allowed for login.

The field can be available for configuration only when Port-based
mode is selected. Only the users connected to these ports you
set here are allowed for login.

If you do nothing with the Web management page within the
timeout time, the system will log out automatically. If you want to
reconfigure, please login again.

Select Enable/Disable the Number Control function.

Enter the maximum number of the users logging on to the Web
management page as Admin.

Enter the maximum number of the users logging on to the Web
management page as Guest.

SSL (Secure Sockets Layer), a security protocol, is to provide a secure connection for the
application layer protocol (e.g. HTTP) communication based on TCP. SSL is widely used to secure
the data transmission between the Web browser and servers. It is mainly applied through

ecommerce and online banking.

SSL mainly provides the following services:

1. Authenticate the users and the servers based on the certificates to ensure the data are
transmitted to the correct users and servers;

2. Encrypt the data transmission to prevent the data being intercepted;

3. Maintain the integrality of the data to prevent the data being altered in the transmission.

Adopting asymmetrical encryption technology, SSL uses key pair to encrypt/decrypt information. A
key pair refers to a public key (contained in the certificate) and its corresponding private key. By
default the switch has a certificate (self-signed certificate) and a corresponding private key. The
Certificate/Key Download function enables the user to replace the default key pair.
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After SSL is effective, you can log on to the Web management page via https://192.168.0.1. For
the first time you use HTTPS connection to log into the switch with the default certificate, you will
be prompted that “The security certificate presented by this website was not issued by a trusted
certificate authority” or “Certificate Errors”. Please add this certificate to trusted certificates or
continue to this website.

On this page you can configure the SSL function.

Choose the menu System—Access Security—>SSL Config to load the following page.

Glohal Config

Help

g5L: * Enable ) Disable

Certificate Download

Certificate File: Download

key Download

Key File: Download

Hote:
1.The 35L cerificate and key downloaded must match each other; otherwise the HTTPS connection will
not work.

2 The S5L cerificate and key downloaded will not take effect until the switch is rebooted.
Figure 4-16 SSL Config
The following entries are displayed on this screen:

» Global Config
SSL: Select Enable/Disable the SSL function on the switch.
» Certificate Download

Certificate File: Select the desired certificate to download to the switch. The
certificate must be BASE64 encoded.

> Key Download

Key File: Select the desired SSL Key to download to the switch. The key
must be BASE64 encoded.

Note:

1. The SSL certificate and key downloaded must match each other; otherwise the HTTPS
connection will not work.

The SSL certificate and key downloaded will not take effect until the switch is rebooted.

To establish a secured connection using https, please enter https:// into the URL field of the
browser.

4. It may take more time for https connection than that for http connection, because https
connection involves authentication, encryption and decryption etc.
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4.4.3 SSH Config

As stipulated by IFTF (Internet Engineering Task Force), SSH (Secure Shell) is a security protocol
established on application and transport layers. SSH-encrypted-connection is similar to a telnet
connection, but essentially the old telnet remote management method is not safe, because the
password and data transmitted with plain-text can be easily intercepted. SSH can provide
information security and powerful authentication when you log on to the switch remotely through
an insecure network environment. It can encrypt all the transmission data and prevent the
information in a remote management being leaked.

Comprising server and client, SSH has two versions, V1 and V2 which are not compatible with
each other. In the communication, SSH server and client can auto-negotiate the SSH version and
the encryption algorithm. After getting a successful negotiation, the client sends authentication
request to the server for login, and then the two can communicate with each other after successful
authentication. This switch supports SSH server and you can log on to the switch via SSH
connection using SSH client software.

SSH key can be downloaded into the switch. If the key is successfully downloaded, the certificate
authentication will be preferred for SSH access to the switch.

Choose the menu System—Access Security—SSH Config to load the following page.

Global Config
SSH: (O Enable & Disable
Protocaol V11: ® Enable O Disable

Protocol V2: ) Enable ) Disable Apply
[dle Timeout: 120 sec(1-120)

Max Connect: 5 (1-8)
key Download

Choose the S5H public key file to download into switch.

Key Type: S5H-2 RSADSA w

Hote:
[t will take a long time to download the key file. Please wait without any operation.

Figure 4-17 SSH Config
The following entries are displayed on this screen:

» Global Config

SSH: Select Enable/Disable SSH function.

Protocol V1: Select Enable/Disable SSH V1 to be the supported protocol.
Protocol V2: Select Enable/Disable SSH V2 to be the supported protocol.

Idle Timeout: Specify the idle timeout time. The system will automatically

release the connection when the time is up. The default time is
120 seconds.
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Max Connect: Specify the maximum number of the connections to the SSH
server. No new connection will be established when the number
of the connections reaches the maximum number you set. The
default value is 5.

> Key Download

Key Type: Select the type of SSH Key to download. The switch supports
three types: SSH-1 RSA, SSH-2 RSA and SSH-2 DSA.

Key File: Select the desired key file to download.

Download: Click the Download button to down the desired key file to the
switch.

AN ote:

1. Please ensure the key length of the downloaded file is in the range of 256 to 3072 bits.

2. Atfter the Key File is downloaded, the user’s original key of the same type will be replaced.
The wrong uploaded file will result in the SSH access to the switch via Password
authentication.

Application Example 1 for SSH:

> Network Requirements

1. Log on to the switch via password authentication using SSH and the SSH function is enabled
on the switch.

2. PUTTY client software is recommended.
» Configuration Procedure

1. Open the software to log on to the interface of PuTTY. Enter the IP address of the switch into
Host Name field; keep the default value 22 in the Port field; select SSH as the Connection

type.

,l_ﬁ PulITY Configuration

Categony:
=+ Sezgion ~ Bazic options far wour PuT T seszion
I L.oglgmg Specify the deztination wou want to connect ta
Frmina Hozt Mame [or IF address] Port
F.evboard
sl 132.168.0.1 22
Features Conmection type:
I Window O Raw O Tenet O Rlogin & 55H O Serial
&
ppea.rance Load, zave or delete a stored session
Behaviour
Translation Saved Sezsions
Selection
Colours Drefault S ettir
gz
=I- Connection
Data B
et
Rlagin
=- 55H
Kex Cloze window an exit;
'_T_‘#E? O ahways (O Wever (%) Only on clean exit
=11 w
|
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2. Click the Open button in the above figure to log on to the switch. Enter the login user name and
password, and then you can continue to configure the switch.

22 192 168. 0.1 — PuIlY

ogin the CLT k

Application Example 2 for SSH:
> Network Requirements

1. Log on to the switch via key authentication using SSH and the SSH function is enabled on the
switch.

2. PUTTY client software is recommended.
» Configuration Procedure

1. Select the key type and key length, and generate SSH key.

Z PulTY Eey Generator E]@
File Key Conwerzions Help
Key
Mo key.
Actionz
Generate a public/private key pair Generate a key | Generate ||
Load an exizting private key file
Save the generated key
Pararneters
Type of key to generate: ) Hey type -
(3 55H-1 [RSA] (33 S5H-2 RSA () GSH-2 DSA
Murnber of bits in a generated key: Key length |1024

Note:
1. The key length is in the range of 256 to 3072 bits.

2. During the key generation, randomly moving the mouse quickly can accelerate the key
generation.
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2. After the key is successfully generated, please save the public key and private key to the
computer.

& PulTY Eey Generator

File EKey Conyerszionz Help

Fey

Public key for pasting into OpenSSH autharized_keys file:

zzh-rza

AfAARINzaCT yo2EALAAR D AAAIR 0220 siF +4f sl a5 catih i Bwoll A m 7 cd 2w/ 215

3a./R dyeviBF iR 4G z=aE CiM M1 35w CThDwD bOEL7ASim 2 TFL+wiwnal OH 49N okip

EmzlSRDSHIWAT Cxl 3l nEx7dpuzePebSblIKEeuE aT e WwWilvweR 2e6T CTD W <e
MO == rsa-key-20100120

Key fingerprint: |$sh-rsa 1023 38 cd:9e:14:da:b1:6a: 9 2beff43:69:e5: 47:f4: 60

Key comment: |rsa-key-20140127

Key passphrase: |

Confirm pazsphragze; |

Actiong

Generate a public/private key pair
Load an exizting private key file

Save the generated key [ Save public key ] l Save private key I

Paramneters

Type of key to gererate:
2 55H- [R5A) (3) 55H-2 RSA () 55H-2 D5EA

MHurnber of bits in a generated key: 1024

3. On the Web management page of the switch, download the public key file saved in the
computer to the switch.

ey Dovenload

Zhoose the S5H puhlic key file to download into switch.

Key Type: |58H-2 READSA |
Key File: | || Browse...

A Note:

1. The key type should accord with the type of the key file.
2. The SSH key downloading cannot be interrupted.
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4. After the public key is downloaded, please log on to the interface of PUTTY and enter the IP
address for login.

Lf_{ FullY Configuration

Categon:
[=)- Segzion # B azic optionz for your PuT T session
L.c'gglng Specify the destination you want to connect o
(=) Terminal
Host Mame [or IP address) Port
Feyboard
Bel 1132.168.0.1 |22 |
Features Connection type;
= Window (O Baw O Ielnet O Rlogn & 55H O Serial
A
ppea.rance Load, zave or delete a stored session
Behaviour
Tramslation Saved Sezsiong
Selection | |
Colours :
Default Settings
= Connection ﬁl
Ty
Filogin
= 55H
Kex 0 Cloze waindow an exit:
?#il: O dlways O MNever (3 Only on clean exit
11 bt
(o o]

5. Click Browse to download the private key file to SSH client software and click Open.

,l_'i\'_lNi FullY Configuration

Categony:

[=I- Terrninal
K.epboard
Bell
Features
[=) YWindon
Appearance
Behawviour
Tranzlation
Selection
Colours
[=- Connection
Data
Prowy
Telnet
Rlogin
=-55H
F.en
TTY
=11
Tunnels
Bugs

Options controling S5H authentication

[ ] Bypass authentication entirely [S5SH-2 only)

Authentication methods

Attemnpt authentication uging Pageant
[] sttempt TIS or CryptaCard auth [S5H-1]
Attempt "kevboard-interactive" auth [SSH-2]

Authentication parameters
[ sllows agent forwarding
[] Allows attempted changes of usemame in $5H-2

_Private kev file for suthentication:
|E:"~F'r|:|gram Files'private. ppl: | ' Browse.. |

Cancel

Open ] [
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After successful authentication, please enter the login user name. If you log on to the switch
without entering password, it indicates that the key has been successfully downloaded.

#2192 168.0. 1 — PullY

sa-key-20140127"

ogin the CLI by wtyd (192.1658.0.110).

Note:
Following the steps above, you have already entered the User EXEC Mode of the switch. However,
to configure the switch, you need a password to enter the Privileged EXEC Mode first. For a switch
with factory settings, the Privileged EXEC Mode password can only be configured through the
console connection. For how to configure the Privileged EXEC Mode password, please refer to the
1.1.2 Configuring the Privileged EXEC Mode Password in CLI Reference Guide.

Return to CONTENTS
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Chapter 5 Stack

The stack technology is to connect multiple stackable devices through their StackWise ports,
forming a stack which works as a unified system and presents as a single entity to the network in
Layer 2 and Layer 3 protocols. It enables multiple devices to collaborate and be managed as a
whole, which improves the performance and simplifies the management of the devices efficiently.

> Advantages

The stack delivers the following benefits:

1. Simplified management. After stack establishment, the user can log in the stack system
through any StackWise ports of stackable devices, and manage it as a single device. You only
need to configure the stack system once instead of operating repetitive configuration on
multiple devices. Various ways such as CONSOLE, SNMP, TELNET and WEB are available
for users to manage the stack.

2. High reliability. The stack is highly reliable in following aspects:

1)

2)

The stack system is comprised of multiple devices among which one member device
works as the stack master to take charge of the operation, management and maintenance
of the stack, while the other stack members process services and keep a copy
configuration file in accordance with the master for providing backup simultaneously.
Once the stack master becomes unavailable, the remaining stack members elect a new
master among themselves instantly and automatically, which can ensure uninterrupted
services and furthermore making 1:N backup feasible. Due to the real-time configuration
and data synchronization being strictly executed, the new master can take over the
previous master to manage and maintain the stack system smoothly without affecting its
normal operation.

Distributed LACP (Link Aggregation Control Protocol) supports link aggregation across
devices. Since the whole stack system presents as a single device on the network,
external devices can implement LACP with the stack system by connecting to several
stack member devices simultaneously. Among the links between the stack system and
external devices, load distribution and backup can be realized to increase the reliability of
the stack system and to simplify dramatically the network topology as Figure 5-1 shows.

Router Router

— Link
—Aggregation

Switch

Switch Switch

Switch Switch Switch Switch Switch Switch

Figure 5-1 Distributed LACP
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In a ring connected stack, it can still operate normally by transforming into a daisy
chained stack when link failure occurs, which further ensures the normal operation of load
distribution and backup across devices and links as Figure 5-2 shows.

Switch Switch

1 f 1
| | l |
| | l |
|Master ve | | Maste ve |
i | ﬁ>' |
| | l |
| | l |
| | ! |
| Slave Slave | | slave Slave |

Switch Switch
Load Distribution Backup Across Devices

Figure 5-2 Load Distribution and Backup across Devices

3. Network scalability. Each member device in the stack system is able to process protocol
packets and forward data individually, which enables you to increase the port number and
bandwidth of the stack system by adding new member devices. The users are free to add or
remove stack members without affecting the normal running of the stack, which enables them
to protect the existed resources furthest during network upgrades.

> Application Diagram

Server Server Server  Server

Server Server

Figure 5-3 Application Diagram
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> Stack Introduction
1. Stack Elements
1) Stack Role

Each device in the stack system is called stack member. Each stack member processes
services packets and plays a role which is either master or slave in the stack system. The
differences between master and slave are described as below:

« Master: Indicates the device is responsible for managing the entire stack system.

« Slave: Indicates the device provides backup for the master. If the master fails, the stack
will elect a new master from the remaining slaves to succeed the previous master.

2) Stack Event

Stack event indicates the global events which might happen during stack operation process,
with two options:

« Merge: It occurs when two independent stacks merge into one stack because of stack link
establishment, as shown in the following figure:

N
|
|
|
|
| Stack Lin
|
|

|
: Merge into
[
|
[

Figure 5-4 Stack Merge

When stack merge occurs, the previous masters compete to be the new master. The stack
members of the defeated stack will join the winner stack as a slave to form a new stack.
Master will assign Unit Number to the newly joined members and compare their
configuration files. The members with different configurations files with the master will
download the configuration files of the master and re-configure.

« Split: It occurs when stack splits into two or more stacks because of stack link failures, as
shown in the following figure:

( Stack ) IK Stack 1| I( Stack 2 \I
| |

| | | | | |
| | | L |
i M ' ' 5 ) E |
| Stack Linkl | ' } ' :
| Switch Switch | I Switch | [ Switch |

| [

l-‘.; iiiiiiiiiiii ] -~/ ~_ _ _ _ _

Figure 5-5 Stack Split

After stack partition occurs, each newly established stack elects their own new master and
use the MAC address of the master as its stack MAC address. However, stack partition
probably brings about routing and forwarding problems on the network since the
partitioned stacks keep operating with the previous IP address by default, which results in
same IP address being reused in the same LAN.

2. Operation Procedure

Stack management involves these four stages: Connecting the stack members, Topology
collection, Master election, and Stack management and maintenance.
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1) Connecting the stack members

To establish a stack, please physically connect the stack ports of the member devices with
cables. The stack ports of T3700-28TQ can be used for stack connection or as normal
Ethernet Gigabit port. When you want to establish a stack, the stack mode of the related ports
should be configured as "Enable". If the stack mode of the port is "Disable", then the port will
work as a normal Ethernet port.

Stack typically adopts a daisy chain topology or ring topology as shown in Figure 5-6:

Slave

Master

Slave

Slave Slave

i L

Slave Ring Topology

Daisy Chain Topology
Figure 5-6 Stack Connect Topology

« The daisy chain topology is mainly used in a network where member devices are
distributively located.

« The ring topology is more reliable than the daisy chain topology. In a daisy chained stack,
link failure can cause stack split. While in a ring connected stack, the system is able to
operate normally with a new daisy chained topology.

AANote:
Establish a stack of ring or daisy chain topology with eight T3700-28TQ switches at most.

2) Topology Collection

Each member in the stack collects the topology of the whole stack by exchanging stack
discovery packets with its neighbors. Discovery packet carries topology information including
stack port connection status, unit number, priorities, MAC addresses, etc.

Each member keeps a local record of the known topology information. When the device
initializes, it only possesses the record of its own topology information. Periodically the stack
members send out their known topology information through the stack ports to its neighbors.
When the neighbors receive the information, they will update their local topology information.
After a period of time of broadcasting and updating information, all the stack members can
collect the complete topology information (known as topology convergence).

Then the switch enters the master election stage.
3) Master Election

After all members have obtained topology information (known as topology convergence), the
stack enters the master election stage. A stack always has one stack master, while the other
stack members are slaves. Master election determines the stack role of the stack members.

Master election is held each time the topology changes, for example, when stack merge or
split occurs, or the stack or the current master is reset.
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The master is elected based on the following rules and in the order listed:

1.
2.
3.

The switch that is currently the stack master.
The switch with the highest stack member priority value.

The switch with the lowest MAC address.

After master election, the stack forms and enters into stack management and maintenance
stage.

Note:

The priority value ranges from 1 to 15. The higher the value is, the more likely the member
will be elected as the master. By default, the member priority of the switch is 5. We
recommend you manually assign the highest priority value to the switch that you prefer to
be the stack master before stack establishment.

The switch is non-preemptible when it joins the stack in cold-start mode, and the process
is illustrated as bellow: the switch has no stack role at its start, and it sends out discovery
messages to collect the topology of the current stack system. After the topology collection,
the switch obtains its role according to the rules above. The switch will become stack
slave if there is already a master in the stack. The master will resume its role even if the
newly joined switch has a higher priority.

4) Stack Management and Maintenance

After the stack is established, all the stack members are integrated into a virtual device in the
network and managed by the master. The following section briefly introduces the concepts
and rules involved in stack management stage.

Unit Number: When the stack is running, unit number is used to identify and manage
member devices. Unit number is unique in a stack system. The factory default unit number
of switch is 1. In order to keep its uniqueness, before establishing stack you are kindly
recommended to prepare a unit number assignment scheme and then manually configure
it on each member device.

During unit number assignment process, the master prioritizes the member devices
already carrying manually assigned unit number. If the unit number has not been used by
other stack members the member device will keep it. Otherwise, the unit number is
configured based on the following rules and in the order listed:

1. The device which was managed by the current master before the configuration will
resume its unit number.

2. The device with manually assigned unit number is prior to the device whose unit
number assignment mode is “Auto”.

3. The device with the highest stack member priority value.

4. The device with the lowest MAC address.

Note:
1. You can get the current unit number of the switch from the unit number LED on the

front panel of the switch.

2. When the stack is running, if you want to change the unit number manually, only the
unit numbers which have not been occupied by the other member devices are
available for you to choose from.
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Port Number Format:

The format of port number should be Unit Number/Slot Number/Port Number. Among
them:

(1) Unit Number: The default unit number of the switch is 1. If a device has joined stack
system, the unit number which the device possesses in the stack system will be kept
using as its unit number after the device leaves the stack system.

(2) Slot Number: Indicates the number of the slot the interface card is in. For
T3700G-28TQ, the front panel ports belong to slot 0. Slot number starting from 1
each represents an interface card slot.

(3) Physical Port Number: The physical port number on the switch which can be
obtained through the front panel of the switch.

For instance: Port number 2/0/3 indicates the physical port3 on the switch whose unit
number is 2.

Configuration Files Application Rules: It includes global configuration and interface
configuration two parts.

(1) The global configurations of all stack members are the same. Besides, each member
device keeps pace with the global configuration of the master device which enables
the stack system to work just like a single entity in the network. The stack system
adopts the following methods to ensure the synchronization of global configuration
files:

When the stack initializes, the master device will compare the configuration files of
each stack member and reconfigure the device whose global configuration is
different from its own, so as to ensure the global configuration of the stack members
are exactly the same.

When the stack is work normally, any global configuration of users will be recorded
to the current configuration files of master and then be synchronized to the other
members in the stack.

(2) Each stack member only saves the configuration of its own ports. Even when user
sets the configuration for all ports, the configuration will also be saved and
implemented only on the related stack member which the ports belong to.

Stack Maintenance

Stack maintenance mainly functions to monitor the join and leave of member devices,
collect the new topology at any times and maintain the current topology.

When the stack is operating normally, packets are transmitted constantly between stack
members. The switch can quickly judge the link status of the stack port via monitoring the
response of the packets. When the switch detects the link status changes, it will recollect
system topology and update topology database to ensure the normal operation of the
stack.

The events that will change the link status of the stack port which thus affecting the system
topology include: stack member failure or leave, new member's coming, link failure or
failure recovery, etc.

When the master switch fails, the stack system elects a new master from the remaining
members to succeed the previous master.
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5.1 Stack Management

Before configuring the stack, we highly recommend you to prepare the configuration planning with
a clear set of the role and function of each member device. Some configuration needs device
reboot to take effect, so you are kindly recommended to configure the stack at first, next connect
the devices physically after powering off them, then you can power them on and the devices will
join the stack automatically. After stack is established, users can log in the stack system through
any member devices to configure and manage it.

The stack management can be implemented on Stack Info, Stack Config and Switch Renumber

pages.

5.1.1 Stack Info

On this page you can view the basic parameters of the stack function. Choose the menu Stack
Management—Stack Info to load the following page.

Stack Config
Stack Mame
Stack Mac
Stack Topo
Stack Auth Mode

Stack Member Info
Switch# Role

3 Master

Stack Port Info

Stack Port Status
3025 Ethernet
30026 Ethernet

Stack
00-04-EB-00-13-57
Line
Mone
Mac Address Priarity Yersion State
00-0A-EB-00-13-57 5 0121 Ready
Meighbar
[k
[
[ Refresh ] [ Help ]

Figure 5-7 Stack Info

The following entries are displayed on this screen:

» Stack Config

Stack Name:

Stack MAC:

Stack Topo:

Stack Auth Mode:
» Stack Member Info

Switch#:

Displays the name of the stack.

Displays the current MAC address of the stack which usually is the
MAC address of the master switch. The stack uses it to
communicate with other devices.

Displays the current topology type of the stack. There are two
options: Line and Ring. Line represents chain type connection and
Ring indicates ring type connection.

Displays the authentication mode used in stack creation.

Displays the unit number of the member switch.
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Role: Displays the stack role of the member switch in the stack. There
are two options: Master and Slave.

MAC Address: Displays the MAC address of the member switch.

Priority: Displays the member priority of the member switch. The higher the
value is, the more likely the member will be elected as the master.

Version: Displays the current firmware version of the member switch.

Status: Displays the stack status of the member switch.

» Stack Port Info:

Stack Port: Displays the stack port number.
Status: Displays the stack port status.
Neighbor: Displays the MAC address of the switch which is directly

connecting to the stack port.

5.1.2 Stack Config

On this page you can configure the basic parameters of the stack function.

Choose the menu Stack Management—Stack Config to load the following page.

Stack Config
Stack Mame Stack (1-30 characters)
Stack Auth Mode | Mone

Stack Auth Key (1-16 characters)

Input Again (1-16 characters)
Stack Priority Config
Select  Switch# Role Mac Address Priority
F] w
] 3 Master 00-0A-EB-00-13-57 5

| an | [ Appy |
Stack Port Config
UNIT: 3
Select Stack Port Status
] w
F J0i25 Dizsahle
] 3026 Dizahle
[ an | | apply | | Hep |

Note:

The Stack Mame and Auth Key can contain digits, Enaglish letters and underlines only.

Figure 5-8 Stack Config
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The following entries are displayed on this screen:

>

Stack Config

Stack Name:

Stack Auth Mode:

Stack Auth Key:

Input Again:

Stack Priority Config

Switch#:
Role:
MAC Address:

Priority:

Stack Port Config

Stack Port:
Status:

Enter the name of the stack. The length of this field should be 1-30
characters. After the stack is established, the name of master
determines the stack name.

Select the authentication mode used in stack creation. There are
three options: "None", "Simple" and "MD5".

« None: Indicates no authentication mode is adopted in stack
creation.

. Simple: Indicates simple plain text authentication mode is
adopted in stack creation.

« MDS5: Indicates MD5 authentication mode is adopted in stack
creation.

Enter the authentication password used in stack authentication if
the Stack Auth Mode is "Simple" or "MD5".

Retype the authentication password which should be the same
with above.

The unit number of the switch.
The role of the switch in the stack as Master or Slave.

The unique identification of the switch.

The priority for the stack member. The priority ranges from 1 to 15.
The new priority value takes effect immediately but does not affect
the current stack master. The new priority helps determine which
stack member is elected as the new stack master when the
current stack master or the switch stack resets.

Select the desired switch port. It is multi-optional.

Allows you to Enable/Disable the stack feature of the specified
port.

5.1.3 Switch Renumber

In a stack system, unit number is implemented to identify and manage the member device. Unit
number is unique in a stack system. Unit number can be assigned automatically by stack system
or manually configured by users. On this page, you can configure the unit number of member
switch.
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Choose the menu Stack Management—Switch Renumber to load the following page.

Switch Renumber

Select  Current Unit Role Designated Unit Mac Address
Auto W
] 3 Master Auto 00-0A-EB-00-13-57
[ Apply ] [ Help ]

Figure 5-9 Switch Renumber

The following entries are displayed on this screen:

» Switch Renumber

Select:

Current Unit:

Designated Unit:

Role:

MAC Address:

Configuration Procedure:

Select the desired entry. It is multi-optional.
Displays the current unit number of the member switch.

Configure the unit number of the member switch.

« Auto: With this option selected, the member switch will be
assigned a free unit number automatically.

o 0-7: With this option selected, the member switch will be
assigned this unit number if it has not been used by the other
members, otherwise the member switch will be assigned a free
unit number automatically. Only the unused unit number is
available for you to choose from.

The role of the device in a stack.

Displays the MAC address of the member switch.

Step | Operation Description
1 Configure the stack | Optional. On Stack—Stack Management—Stack Config page,
port name. configure the stack name.
2 Configure stack port | Required. On Stack—Stack Management—Stack Config page,
mode. configure the stack port status as “Enable” in the Stack Port
Config table.
3 Configure Optional. On Stack—Stack Management—Stack Config page,

authentication mode
and authentication

select the Stack Auth Mode and configure the Stack Auth Key.

password.

4 Configure the switch | Optional. On Stack—Stack Management—Stack Config page,
priority. configure the switch priority in the Stack Priority Config table.

5 Configure the unit | Optional. On Stack—Stack Management—Switch Renumber

number.

page, configure the unit number of the switch.
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5.2 Application Example for Stack

> Network Requirements

Establish a stack of ring topology with four T3700-28TQ switches.

> Network Diagram

Switch C

» Configuration Procedure

Switch D

e Configure switch A, B, C and D before physically connecting them:

Step | Operation Description
1 Configure the stack | Optional. On Stack Management—Stack Config page,
name. configure the stack name.
2 Configure stack port | Required. On Stack Management—Stack Config page,
mode. configure the stack port status as "Enable".
3 Configure authentication | Optional. On Stack Management—Stack Config page, select

mode and authentication
password.

the Stack Auth Mode and configure the Stack Auth Key.

Configure unit number

Optional. On Stack Management—Stack Renumber page,
configure the unit number of switch A, B, Cand D as 1, 2, 3
and 4 respectively.

e Connect the switches:

Connect switch A, B, C and D as the network diagram shows, and then power the switches on to
establish a stack.

Return to CONTENTS
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Chapter 6 Switching

Switching module is used to configure the basic functions of the switch, including four submenus:
Port, LAG, Traffic Monitor and MAC Address.

6.1 Port

The Port function, allowing you to configure the basic features for the port, is implemented on the
Port Config, Port Mirror, Port Security, Port Isolation and Loopback Detection pages.

6.1.1 Port Config

On this page, you can configure the basic parameters for the ports. When the port is disabled, the
packets on the port will be discarded. Disabling the port which is vacant for a long time can reduce
the power consumption effectively. And you can enable the port when it is in need.

The parameters will affect the working mode of the port, please set the parameters appropriate to
your needs.

Choose the menu Switching—Port—Port Config to load the following page.

Fort Config
UNIT: 3
Select Port Type Description Status Speed Duplex Flow Contral LAG
[Fl L w w ¥
F 301 Copper Enable Auto Auto Disahle - &
Fl 302 Copper Enable Auto Auto Disahle -
F 3013 Copper Enable Auta Auto Disahle -
F 30i4 Copper Enable Auto Auto Disable -—_
| 305 Copper Enable Auto Auto Disahle -
| 306 Copper Enable Auto Auto Dizahle -
F 30T Copper Enable Auto Auto Disahle -
F 308 Copper Enable Auto Auto Disahle -
Fl 30 Copper Enable Auta Auto Disahle -
F 3010 Copper Enable Auta Auto Disahle -
O 3011 Copper Enable Auto Auto Disable -—_
| 302 Copper Enable Auto Auto Dizahle -
F 3013 Copper Enable Auto Auto Disahle -
F 3014 Copper Enable Auto Auto Disahle -
Fl 3015 Copper Enable Auto Auto Disahle - w
[ an | [ apply | [ Hep |
Note:

The Port Description should be not more than 16 characters.
Figure 6-1 Port Config
The following entries are displayed on this screen.
» Port Config

UNIT: Select the unit ID of the desired member in the stack.
Select: Select the desired port for configuration. It is multi-optional.
Port: Displays the port number.

Type: Displays the port medium.
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Description:

Status:

Speed:

Duplex:

Flow Control:

LAG:

Note:

1.  The switch cannot be managed through the disabled port. Please enable the port which is

Give a description to the port for identification.

Allows you to Enable/Disable the port. When Enable is

selected, the port can forward the packets normally.

Select the Speed mode for the port. The device connected to
the switch should be in the same Speed and Duplex mode with
the switch. When 'Auto’ is selected, the Speed mode will be
determined by auto negotiation.

Select the Duplex mode for the port. When 'Auto’ is selected,

the Duplex mode will be determined by auto negotiation.

Allows you to Enable/Disable the Flow Control feature. When
Flow Control is enabled, the switch can synchronize the speed

with its peer to avoid the packet loss caused by congestion.

Displays the LAG number which the port belongs to.

used to manage the switch.

2.  The parameters of the port members in a LAG should be set as the same.

6.1.2 Port Mirror

Port Mirror, the packets obtaining technology, functions to forward copies of packets from
one/multiple ports (mirrored port) to a specific port (mirroring port). Usually, the mirroring port is
connected to a data diagnose device, which is used to analyze the mirrored packets for monitoring

and troubleshooting the network.

Choose the menu Switching—Port—Port Mirror to load the following page.

Mirror Session List
Session Destination

Mode
Ingress Only
Eagress Only

Both
Ingress Only
Eagress Only

Both
Ingress Cnly
Eagress Only

Both
Ingress Cnly
Eagress Only

Both

Saurce

Operation
Edit | Clear
Edit | Clear
Edit| Clear
Edit| Clear

Figure 6-2 Mirror Session List
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The following entries are displayed on this screen.

»  Mirror Session List

Session:

Destination:

Mode:

Source:

Opera

tion:

This column displays the mirror session number.
This column displays the mirroring port.

This column displays the mirror mode.

This column displays the mirrored ports.

You can configure the mirror session by clicking the "Edit", or clear
the mirror session configuration by clicking the "Clear".

Click Edit button to modify the settings of the corresponding session in the following page. Click
Clear button to clear the configuration of the corresponding session.

Mirror Session

Session:

Destination Port

D

DestinationPort | | (Format1/0/1)

UNIT:
7 A T 3 2 RS (RS (P i Y A R T
I NI (A0 /RNEEN B KA KA REY (30 XA

o

)

EUnselected Faort{s) ESelemed Fortis) ENnt.&uailablefanelectinn

Source Port

UNIT:
Select

I A Y B Y O

)

a

Part

30N
3z
31043
3004
31005
3i0/a
3007
310/a
21009
31010
21011
0M2

Ingress Eagress LAG
W W
Disahle Disahle — o
Disable Disable —
Disable Disable —
Disable Disable —
Disable Disable —
Disable Disable —
Disable Disable —
Disable Disable —
Disable Disahble -
Disable Disahble -
Disable Disahble -
Disable Disahble — w
| ar ] [ appy | [ Back | [ Hep |

Figure 6-3 Port Mirror Config
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The following entries are displayed on this screen.

>  Mirror Session

Session: Displays session number.

> Destination Port

Destination Port: Input or select a physical port from the port panel as the mirroring
port.

» Source Port

Select: Select the desired port as a mirrored port. It is multi-optional.

Port: Displays the port number.

Ingress: Select Enable/Disable the Ingress feature. When the Ingress is
enabled, the incoming packets received by the mirrored port will be
copied to the mirroring port.

Egress: Select Enable/Disable the Egress feature. When the Egress is
enabled, the outgoing packets sent by the mirrored port will be
copied to the mirroring port.

LAG: Displays the LAG number which the port belongs to. The LAG
member cannot be selected as the mirrored port or mirroring port.

Note:

1. The LAG member cannot be selected as the mirroring port.
2. Aport cannot be set as the mirrored port and the mirroring port simultaneously.

3. The Port Mirror function can span the multiple VLANSs.

6.1.3 Port Security

MAC Address Table maintains the mapping relationship between the port and the MAC address of
the connected device, which is the base of the packet forwarding. The capacity of MAC Address
Table is fixed. MAC Address Attack is the attack method that the attacker takes to obtain the
network information illegally. The attacker uses tools to generate the cheating MAC address and
quickly occupy the MAC Address Table. When the MAC Address Table is full, the switch will
broadcast the packets to all the ports. At this moment, the attacker can obtain the network
information via various sniffers and attacks. When the MAC Address Table is full, the packets
traffic will flood to all the ports, which results in overload, lower speed, packets drop and even
breakdown of the system.

Port Security is to protect the switch from the malicious MAC Address Attack by limiting the
maximum number of MAC addresses that can be learned on the port. The port with Port Security
feature enabled will learn the MAC address dynamically. When the learned MAC address number
reaches the maximum, the port will stop learning. Thereafter, the other devices with the MAC
address unlearned cannot access to the network via this port.
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Choose the menu Switching—Port—Port Security to load the following page.

Paort Security

UNIT: 3

Select Port Max Learned MAC  Learned Mum Learn Mode Status
i Lvs “
O 3/0M1 1024 0 Dynamic Disable
O 3072 1024 0 Dynamic Disable
i 3/0/3 1024 0 Dynamic Disable
i 3/0/4 1024 0 Dynamic Disable
FI 3075 1024 0 Dynamic Disable
Fi 3076 1024 0 Dynamic Disable
O 3T 1024 0 Dynamic Disable
i 3/0/8 1024 0 Dynamic Disable
i 3/0/9 1024 0 Dynamic Disable
Fl 3010 1024 0 Dynamic Disable
FI 30 1024 0 Dynamic Disable
Fi 3/0M2 1024 0 Dynamic Disable
[l 3/0M13 1024 0 Dynamic Disable
[ 3/0M4 1024 0 Dynamic Disable
O 3/0M15 1024 0 Dynamic Disable

L aeply | [ Hep ]
Note:

The maximum number of MAC addresses leamed from individual port can be set to 1024,

Figure 6-4 Port Security

The following entries are displayed on this screen:

>

Port Security

UNIT:

Select:

Port:

Max Learned MAC:

Learned Num:

Learn Mode:

Select the unit ID of the desired member in the stack.

Select the desired port for Port Security configuration. It is

multi-optional.

Displays the port number.

learned on the port.

Displays the number of MAC addresses that have been learned

on the port.

Select the Learn Mode for the port.

Dynamic: When Dynamic mode is selected, the learned
MAC address will be deleted automatically after the aging

time.

Static: When Static mode is selected, the learned MAC
address will be out of the influence of the aging time and can
only be deleted manually. The learned entries will be cleared

after the switch is rebooted.
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e Permanent: When Permanent mode is selected, the
learned MAC address will be out of the influence of the
aging time and can only be deleted manually. The learned
entries will be saved even the switch is rebooted.

Status: Select Enable/Disable the Port Security feature for the port.

Note:

1. The Port Security function is disabled for the LAG port member. Only the port is removed from
the LAG, will the Port Security function be available for the port.

2. The Port Security function is disabled when the 802.1X function is enabled.
6.1.4 Port Isolation

Port Isolation provides a method of restricting traffic flow to improve the network security by
forbidding the port to forward packets to the ports that are not on its forward portlist.

Choose the menu Switching—Port—Port Isolation to load the following page.

Port Isolation List

UNIT: 3
Port Forward Portlist
3/0M 3/0/1-26 A
3072 3/0/1-26
3073 3/0/1-26
3/0/4 3/0/1-26
3075 3/0/1-26
3076 3/0/1-26
3T 3/0/1-26
3078 3/0/1-26
3/0/49 3/0/1-26
3/0M0 3/0/1-26
3011 3/0/1-26 w

[ Edt [ Hep |

Figure 6-5 Port Isolation Config
The following entries are displayed on this screen:

> Port Isolation List

UNIT: Select the unit ID of the desired member in the stack.
Port: Display the port number.
Forward Portlist: Display the forward list.
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Click the Edit button to configure the port isolation list in the following page:
Port Isolation Config

Fort:
UNIT: 3

(210407 e (o] [12] 341 [36] (461 [20] (2] [24] %6,
BN | RN RN | WA KON RN EEY KA A RER{ESN[E XY [25]

| At | [ cear | [ Hep |

Forward Partlist:
UNIT: 3

(210407 e (o] [12] 341 6] (1] 201 (22] [24] %6,
NN RN | WA | RN REY KA KA | RER{ESN XY [25]

[ ar | [ clear | | appy | [ Back |

EUnseleded Port(s) Eaeleded Port(s) ENntﬁwailahle for Selection

Figure 6-6 Port Isolation Config

» Port Isolation Config

UNIT: Select the unit ID of the desired member in the stack.
Port: Select the port number to set its forward list. It is multi-optional.
Forward Portlist: Select the port that to be forwarded to. It is multi-optional.

Click the Back button to go back to the port isolation list.

6.1.5 Loopback Detection

With loopback detection feature enabled, the switch can detect loops using loopback detection
packets. When a loop is detected, the switch will display an alert or further block the corresponding
port according to the port configuration.
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Choose the menu Switching — Port — Loopback Detection to load the following page.

Global config
Loopback Detection
Status: Enable @ Disable
Detection Interval: 30 seconds(1-1000)
;?r:f;at'c Recovery 3 detaction times(1-100)
Web Refresh Status: ' Enable @ Disable
Web Refresh Interval; 6 seconds(3-100)
Part Caonfig
UNIT: 1
Select  Port Status Operation mode Recovery mode Loop status Block status LAG
[l - - -
[ 10N Disable Alert Auto — — — -
[ 11012 Disable Alert Auto — — —
[ 1013 Disable Alert Auto — — —
[ 1/0/4 Disable Alert Auto — — — |
[ 11015 Disable Alert Auto — — — r
[ 11016 Disable Alert Auto — — —
[ 1017 Disable Alert Auto — — —
[ 11018 Disable Alert Auto — — —
[ 1/0/9 Disable Alert Auto — — —
] om0 Disable Alert Auto — — —
] oM Disable Alert Auto — — —
[ 1ionz2 Disable Alert Auto — — —
] 1iom3 Disable Alert Auto — — —
[} 11014 Disable Alert Auto - - - -
[ All l [ Apply ] [Recwer] [ Help l
Hote:

Recovery mode is just useful to process not in Alert process mode.
Loopback Detection must coordinate with storm control.

Figure 6-7 Loopback Detection Config
The following entries are displayed on this screen:

> Global Config

LoopbackDetection Here you can enable or disable Loopback Detection function

Status: globally.

Detection Interval: Set a Loopback Detection interval between 1 and 1000 seconds.
By default, it's 30 seconds.

Automatic Recovery Time after which the blocked port would automatically recover to

Time: normal status. It can be set as integral times of detection interval.

Web Refresh Status: Here you can enable or disable web automatic refresh.

Web Refresh Set a web refresh interval between 3 and 100 seconds. By default,

Interval: it is 6 seconds.

> Port Config

Select: Select the desired port for Loopback Detection configuration. It is
multi-optional.
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1.
2.

Port: Displays the port number.
Status: Enable or disable Loopback Detection function for the port.

Operation Mode: Select the mode how the switch processes the detected loops.
® Alert: When a loop is detected, display an alert.

® Port based: When a loop is detected, display an alert and
block the port.

Recovery Mode: Select the mode how the blocked port recovers to normal status.

® Auto: Block status can be automatically removed after
recovery time.

® Manual: Block status only can be removed manually.

Loop Status: Displays the port status whether a loopback is detected.
Block Status: Displays the port status about block or unblock.

LAG: Displays the LAG number the port belongs to.
Recover: Manually remove the block status of selected ports.
Note:

Recovery Mode is not selectable when Alert is chosen in Operation Mode.

Loopback Detection must coordinate with storm control.

6.2 LAG

LAG (Link Aggregation Group) is to combine a number of ports together to make a single

high-bandwidth data path, so as to implement the traffic load sharing among the member ports in

the group and to enhance the connection reliability.

For the member ports in an aggregation group, their basic configuration must be the same. The
basic configuration includes STP, QoS, GVRP, VLAN, port attributes, MAC Address Learning

mode and other associated settings. More details are explained below:

If the ports, which are enabled for the IGMP, IGMP Snooping, GVRP, 802.1Q VLAN, Voice
VLAN, STP, QoS, Port Isolation, DHCP Snooping and Port Configuration (Speed, Flow

Control), are in a LAG, their configurations should be the same.

The ports, which are enabled for the Port Security, Port Mirror, MAC Address Filtering,
Static MAC Address Binding, 802.1X Authentication, IP Source Guard, half-duplex and
Routed Port cannot be added to the LAG.

It's not suggested to add the ports with ARP Inspection and DoS Defend enabled to the
LAG.

If the LAG is needed, you are suggested to configure the LAG function here before configuring the

other functions for the member ports.
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Tips:
1. Calculate the bandwidth for a LAG: If a LAG consists of the four ports in the speed of
1000Mbps Full Duplex, the whole bandwidth of the LAG is up to 8000Mbps (2000Mbps * 4)

because the bandwidth of each member port is 2000Mbps counting the up-linked speed of
1000Mbps and the down-linked speed of 1000Mbps.

2. The traffic load of the LAG will be balanced among the ports according to the Aggregate
Arithmetic. If the connections of one or several ports are broken, the traffic of these ports will
be transmitted on the normal ports, so as to guarantee the connection reliability.

Depending on different aggregation modes, aggregation groups fall into two types: Static LAG
and LACP Config. The LAG function is implemented on the LAG Table, Static LAG and LACP
Config configuration pages.

6.2.1 LAG Table

On this page, you can view the information of the current LAG of the switch.

Choose the menu Switching—LAG—LAG Table to load the following page.

Global Config
Hash Algorithm: SRCIP+DETIP j Apply
LAG Tahle
Select  Group Murmber Description member Operation
r 1 Static LAG 10001 10053-5 Edit | Detail
[ a | [ peete | | Hep |
Hote:

The LAG created by LACF cant be deleted.

Figure 6-8 LAG Table
The following entries are displayed on this screen:

» Global Config

Hash Algorithm: Select the applied scope of aggregate hash arithmetic,
which results in choosing a port to transfer the packets.

¢ SRC MAC + DST MAC: When this option is selected,
the Aggregate Arithmetic will apply to the source and
destination MAC addresses of the packets.

e SRC IP + DST IP: When this option is selected, the
Aggregate Arithmetic will apply to the source and
destination IP addresses of the packets.

> LAG Table
Select: Select the desired LAG. It is multi-optional.
Group Number: Displays the LAG number here.
Description: Displays the description of LAG.
Member: Displays the LAG member.
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Operation: Allows you to view or modify the information for each LAG.

e Edit: Click to modify the settings of the LAG.
e Detail: Click to get the information of the LAG.

Click the Detail button for the detailed information of your selected LAG.

Detail Info
Group Mumber: LA
LAG Type: Static
Fort Status: Enable
Rate: Auto
Fort mirror: Dizahle

Ingress Bandwidth (bps): --
Earess Bandwidth (bps): --
Broadcast Cantrol {bps): --
Multicast Cantrol (hps): --
LIL Control (hps): --
205 Priority; o5 0
Join YLAMN: 1

Figure 6-9 Detail Information

6.2.2 Static LAG

On this page, you can manually configure the LAG. The LACP feature is disabled for the member
ports of the manually added Static LAG.

Choose the menu Switching—LAG— Static LAG to load the following page.
LAG Config

Group Mumber: LAGT b

Description

Member Port
UNIT: 3

[ Clear | [ Apply | [ Help |

D Unselected Port(s) F:I Selected Port(s) I:tl Mot Available for Selection

Note:

1. LAG* denotes the Link Aggregation Group which the port belongs to.
2. It's not suggested to set 100M and 1000M ports in the same LAG.
3. The LAG created by LACP can't be modified.

Figure 6-10 Static LAG Config
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The following entries are displayed on this screen:

> LAG Config

Group Number: Select a Group Number for the LAG.

Description: Displays the description of the LAG for identification.
> Member Port

UNIT: Select the unit ID of the desired member in the stack.

Member Port: Select the port as the LAG member. Clearing all the ports of
the LAG will delete this LAG.
Tips:
1.

The LAG can be deleted by clearing its all member ports.

2. A port can only be added to a LAG. If a port is the member of a LAG or is dynamically
aggregated as the LACP member, the port number will be displayed in gray and cannot be
selected.

6.2.3 LACP Config

LACP (Link Aggregation Control Protocol) is defined in IEEE802.3ad/802.1ax and enables the
dynamic link aggregation and disaggregation by exchanging LACP packets with its partner. The
switch can dynamically group similarly configured ports into a single logical link, which will highly
extend the bandwidth and flexibly balance the load.

With the LACP feature enabled, the port will notify its partner of the system priority, system MAC,
port priority, port number and operation key (operation key is determined by the physical
properties of the port, upper layer protocol and admin key). The device with higher priority will lead
the aggregation and disaggregation. System priority and system MAC decide the priority of the
device. The smaller the system priority, the higher the priority of the device is. With the same
system priority, the device owning the smaller system MAC has the higher priority. The device with
the higher priority will choose the ports to be aggregated based on the port priority, port number
and operation key. Only the ports with the same operation key can be selected into the same
aggregation group. In an aggregation group, the port with smaller port priority will be considered
as the preferred one. If the two port priorities are equal, the port with smaller port number is
preferred. After an aggregation group is established, the selected ports can be aggregated
together as one port to transmit packets.

On this page, you can configure the LACP feature of the switch.
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Choose the menu Switching—LAG—LACP Config to load the following page.

Global Config

Systermn Priority:

32768 (0-B5539) Apply

LACP Config

WHIT: 1

Select FPart Adrmin key Fart Priority{0-65534) tade Status LAG

r = =

r 1101 1 32768 Active Disable =
r 11012 1 32768 Active Dizsable

r 11013 1 32768 Active Enahle

r 11074 1 32768 Active Enahle

r 11015 1 32768 Active Dizsable

r 11016 1 32768 Active Disahle

r 11057 1 32768 Active Disable

r 11058 1 32768 Active Disahle - T
r 11059 1 32768 Active Disahle

r 14010 1 32768 Active Disable

r 110511 1 32768 Active Disahle

r 100012 1 32768 Active Disahle

r 160013 1 32768 Active Disable

r 160514 1 32768 Active Disahle

r 100015 1 32768 Active Disahle ;|

L ) Laoy | [LHep |

Hote:

1. To avoid any broadeast storm when LACP takes effect, vou are suggested to enable Spanning Tree function.
2. LACP function can not he enahled for the port already in a static link aggregation group.

Figure 6-11 LACP Config

The following entries are displayed on this screen:

>

Global Config

System Priority:

LACP Config
UNIT:

Select:

Port:

Admin Key:

Port Priority:

Specify the system priority for the switch. The system priority and
MAC address constitute the system identification (ID). A lower system
priority value indicates a higher system priority. When exchanging
information between systems, the system with higher priority
determines which link aggregation a link belongs to, and the system
with lower priority adds the proper links to the link aggregation
according to the selection of its partner.

Select the unit ID of the desired member in the stack.
Select the desired port for LACP configuration. It is multi-optional.
Displays the port number.

Specify an Admin Key for the port. The member ports in a dynamic
aggregation group must have the same Admin Key.

Specify a Port Priority for the port. This value determines the priority
of the port to be selected as the dynamic aggregation group
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member. The port with smaller Port Priority will be considered as the
preferred one. If the two port priorities are equal; the port with
smaller port number is preferred.

Mode: Specify LACP mode for your selected port.
Status: Enable/Disable the LACP feature for your selected port.
LAG: Displays the LAG number which the port belongs to.

6.3 Traffic Monitor

The Traffic Monitor function, monitoring the traffic of each port, is implemented on the Traffic
Summary and Traffic Statistics pages.

6.3.1 Traffic Summary

Traffic Summary screen displays the traffic information of each port, which facilitates you to
monitor the traffic and analyze the network abnormity.

Choose the menu Switching—Traffic Monitor—Traffic Summary to load the following page.
Auto Refresh
Auto Refresh: (O Enable & Disable

Refresh Rate: sec (3-300)

Traffic Summary

UNIT: 3
Select Port Packets Rx Packets Tx Octets Rx Octets Tx Statistics

] 301 0 0 0 0 Statistics #
F 3042 14900 18782 2368911 5805417 Statistics

F 3043 ] ] ] ] Statistics

F 304 ] ] ] ] Statistics

F 310/5 ] ] ] ] Statistics

F 3018 15323 11538 3739401 1867628 Statistics

O 3057 ] ] ] ] Statistics

] 2018 ] ] ] ] Statistics

] 2019 0 0 0 0 Statistics

1 amnmo ] ] ] ] Statistics

1 3o 0 0 0 0 Statistics

F 3Nz ] ] ] ] Statistics

F 30M3 ] ] ] ] Statistics

F 3014 ] ] ] ] Statistics

F 30M5 ] ] ] ] Statistics  |»

| a1 | |Refresh| | clear | | Help |

Figure 6-12 Traffic Summary
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The following entries are displayed on this screen:

> Auto Refresh

Auto Refresh:

Refresh Rate:
> Traffic Summary

UNIT:

Port Select:

Port:

Packets Rx:

Packets Tx:

Octets Rx:

Octets Tx:

Statistics:

Allows you to Enable/Disable refreshing the Traffic Summary
automatically.

Enter a value in seconds to specify the refresh interval.

Select the unit ID of the desired member in the stack.

Click the Select button to quick-select the corresponding port based
on the port number you entered.

Displays the port number.

Displays the number of packets received on the port. The error
packets are not counted in.

Displays the number of packets transmitted on the port.

Displays the number of octets received on the port. The error octets
are counted in.

Displays the number of octets transmitted on the port.

Click the Statistics button to view the detailed traffic statistics of the
port.

6.3.2 Traffic Statistics

Traffic Statistics screen displays the detailed traffic information of each port, which facilitates you to
monitor the traffic and locate faults promptly.
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Choose the menu Switching—Traffic Monitor— Traffic Statistics to load the following page.

Auto Refresh

Auto Refresh: (0 Enable ® Disable

Refresh Rate: | | sec(3-300)

Port Select

Port[301 | [ select |

UNIT: 3
3 S A N R KPR R R PN 2 P2
L /RCRCH I KCH EEN KRN EEY IKEA KRV ESRERY

EUnselemed Part(s) ESelected FPart(s) ENntﬁuailable for Selection

Statistics
Received Sent
Broadcast ] Broadcast 0
Multicast ] Multicast 0
Inicast ] nicast 0
Alignment Errars ] Collisions 0
LIndersizePkts ]
PlisG4Octets ]
Pltsgoto127 Octets ]
Pli=s128t02550ctets ]
Plkts256t05110ctets ]
Plkts512t010230¢ctets 0
PltsOver10230ctets ]
[ Refresh ] [ Help ]
Figure6-13 Traffic Statistics
The following entries are displayed on this screen:
> Auto Refresh
Auto Refresh: Allows you to Enable/Disable refreshing the Traffic Summary
automatically.
Refresh Rate: Enter a value in seconds to specify the refresh interval.
> Port Select
UNIT: Select the unit ID of the desired member in the stack.
Port Select: Click the Select button to quick-select the corresponding port

based on the port number you entered.
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Statistics

Port:

Received:
Sent:

Broadcast:

Multicast:

Unicast:

Alignment Errors:

UndersizePkts:

Pkts640ctets:

Pkts65t01270Octets:

Pkts128to2550ctets:

Pkts256t05110ctets:

Pkts512to10230ctets:

PktsOver10230Octets:

Collisions:

6.4 MAC Address

The main function of the switch is forwarding the packets to the correct ports based on the
destination MAC address of the packets. Address Table contains the port-based MAC address
information, which is the base for the switch to forward packets quickly. The entries in the Address
Table can be updated by auto-learning or configured manually. Most entries are generated and
updated by auto-learning. In the stable networks, the static MAC address entries can facilitate the
switch to reduce broadcast packets and enhance the efficiency of packets forwarding remarkably.

Enter a port number and click the Select button to view the traffic
statistics of the corresponding port.

Displays the details of the packets received on the port.
Displays the details of the packets transmitted on the port.

Displays the number of good broadcast packets received or
transmitted on the port. The error frames are not counted in.

Displays the number of good multicast packets received or
transmitted on the port. The error frames are not counted in.

Displays the number of good unicast packets received or
transmitted on the port. The error frames are not counted in.

Displays the number of the received packets that have a bad
Frame Check Sequence (FCS) with a non-integral octet
(Alignment Error) and have a bad FCS with an integral octet
(CRC Error). The length of the packet is between 64 bytes and
1518 bytes.

Displays the number of the received packets (excluding error
packets) that are less than 64 bytes long.

Displays the number of the received packets (including error
packets) that are 64 bytes long.

Displays the number of the received packets (including error
packets) that are between 65 and 127 bytes long.

Displays the number of the received packets (including error
packets) that are between 128 and 255 bytes long.

Displays the number of the received packets (including error
packets) that are between 256 and 511 bytes long.

Displays the number of the received packets (including error
packets) that are between 512 and 1023 bytes long.

Displays the number of the received packets (including error
packets) that are more than 1023 bytes long.

Displays the number of collisions experienced by a port during
packet transmissions.
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The address filtering feature allows the switch to filter the undesired packets and forbid its
forwarding so as to improve the network security.

The types and the features of the MAC Address Table are listed as the following:

Aai Being kept after reboot |Relationship between the
Type Configuration Way |99 (if the configuration is|bound MAC address and
out
saved) the port
Static Address |Manually No Yes The bound MAC address
Table configuring cannot be learned by the
other ports in the same
VLAN.
Dynamic Automatically Yes |[No The bound MAC address
Address Table |learning can be learned by the other
ports in the same VLAN.
Filtering Manually No Yes -
Address Table |configuring

Table 6-1 Types and features of Address Table

This function includes four submenus: Address Table, Static Address, Dynamic Address and

Filtering Address.
6.4.1 Address Table

On this page, you can view all the information of the Address Table.

Choose the menu Switching—MAC Address—Address Table to load the following page.

Search Option
] MAC Address:
1 vLAN 1D

O Type:
Part:

UNIT: 1

A

(Format: 00-00-00-00-00-01)

(1-4004)

Il Static

Dynamic

Filter

2 7 e e (o] (12 (3 [ e 207 231 24
|| N | R | K M| KRR E Y EEA KDALY P2 [

E Unselected Pori(s)

Address Table
UNIT: 1
MAC Address
58-66-BA-DF-7B-05
94-DE-B0-B4-CF-96
D4-3D-7E-BF-61-5F

ESelected FPort(s) ENotAvailable for Selection
VLAN 1D Port Type Aging Status
1 11042 Dynamic Aging
1 11010 Dynamic Aging
1 11002 Cynamic Aging

Unit: 1 Address Mum Displayed: 3

Total Address Mum of All Unit. 3

Hote:

The maximurmm of the displayed entries is 100 by default, please click the Search button to get the complete address

entries.

Figure 6-14 Address Table
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The following entries are displayed on this screen:

>

Search Option
MAC Address:
VLAN ID:

Port:

Type:

UNIT:
Address Table
UNIT:

MAC Address:
VLAN ID:

Port:

Type:
Aging Status:

Enter the MAC address of your desired entry.
Enter the VLAN ID of your desired entry.

Select the corresponding port number or link-aggregation number of
your desired entry.

Select the type of your desired entry.

e All: This option allows the address table to display all the
address entries.

e  Static: This option allows the address table to display the static
address entries only.

. Dynamic: This option allows the address table to display the
dynamic address entries only.

. Filtering: This option allows the address table to display the
filtering address entries only.

Select the unit ID of the desired member in the stack.

Select the unit ID of the desired member in the stack.
Displays the MAC address learned by the switch.
Displays the corresponding VLAN ID of the MAC address.

Displays the corresponding port number or link-aggregation number
of the MAC address.

Displays the Type of the MAC address.
Displays the Aging status of the MAC address.

6.4.2 Static Address

The static address table maintains the static address entries which can be added or removed
manually, independent of the aging time. In the stable networks, the static MAC address entries
can facilitate the switch to reduce broadcast packets and remarkably enhance the efficiency of
packets forwarding without learning the address. The static MAC address learned by the port with
Port Security enabled in the static learning mode will be displayed in the Static Address Table.
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Choose the menu Switching—MAC Address—Static Address to load the following page.

Create Static Address

MAC Address: (Format: 00-00-00-00-00-01)
VLAN ID: (1-4094)
Part:

UNTT: [

(2T [e e (Aol 321 (3] 361 (38 [20] [221 (22] 28]
NN [N | AR (KGN | REX|EEY | KA | EEA 3R [ EX [25]

EUnseleded Port(s) ESeIec’[ed Part(s) ENot.AvaiIabIeforSelen:ﬂon

Search Option

Search Option: All W

Static Address Table
UNIT: 1

Select MAC Address WLAN D FPort Type Aging Status
d

No entry in the table.

[ an ] [ appy | [ Delete | [ Hep |

Unit: 1 Address Mum Displayed: 0

Total Address Mum of All Unit: 0

Note:

The maximum of the displayed entries is 100 by default, please click the Search button to get the complete address entries.

Figure 6-15 Static Address
The following entries are displayed on this screen:

» Create Static Address

MAC Address: Enter the static MAC Address to be bound.

VLAN ID: Enter the corresponding VLAN ID of the MAC address.
UNIT: Select the unit ID of the desired member in the stack.
Port: Select a port to be bound.

> Search Option

Search Option: Select a Search Option from the pull-down list and click the Search
button to find your desired entry in the Static Address Table.

e MAC: Enter the MAC address of your desired entry.
e VLAN ID: Enter the VLAN ID number of your desired entry.
e Port: Enter the Port number of your desired entry.

» Static Address Table

UNIT: Select the unit ID of the desired member in the stack.

Select: Select the entry to delete or modify the corresponding port number. It
is multi-optional.
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MAC Address:

VLAN ID:

Port:

Type:
Aging Status:

Note:

Displays the static MAC Address.
Displays the corresponding VLAN ID of the MAC address.

Displays the corresponding Port number of the MAC address. Here
you can modify the port number to which the MAC address is bound.
The new port should be in the same VLAN.

Displays the Type of the MAC address.
Displays the Aging Status of the MAC address.

1. If the corresponding port number of the MAC address is not correct, or the connected port (or
the device) has been changed, the switch cannot forward the packets correctly. Please reset
the static address entry appropriately.

2. If the MAC address of a device has been added to the Static Address Table, connecting the
device to another port will cause its address not to be recognized dynamically by the switch.
Therefore, please ensure the entries in the Static Address Table are correct and valid.

3. The MAC address in the Static Address Table cannot be added to the Filtering Address Table
or bound to a port dynamically.

6.4.3 Dynamic Address

The dynamic address can be generated by the auto-learning mechanism of the switch. The
Dynamic Address Table can update automatically by auto-learning or the MAC address aging out

mechanism.

To fully utilize the MAC address table, which has a limited capacity, the switch adopts an aging
mechanism for updating the table. That is, the switch removes the MAC address entries related to
a network device if no packet is received from the device within the aging time.

On this page, you can configure the dynamic MAC address entry.
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Choose the menu Switching—MAC Address—Dynamic Address to load the following page.

Aging Config
Auto Aging: & Enable O Disable
) ) Apply
Aging Time: 300 secs (10-630, default 300)

Search Option

Search Option: All w

Dynamic Address Table

UNIT: 1
Select MAC Address VLAN 1D FPort Type Aging Status
] 58-66-BA-DF-7B-05 1 10012 Dynamic Aging
O] 94-DE-80-B4-CF-96 1 11010 Dynamic Aging
| D4-3D-7E-BF-G1-5F 1 10002 Dynamic Aging
[ an | [ peete | [ Bind | | Help |

Unit 1 Address Mum Displayed: 3

Total Address Mum of All Unit: 3

Note:

The maximum of the displayed entries is 100 by default, please click the Search button to get the complete address entries.

Figure 6-16 Dynamic Address
The following entries are displayed on this screen:
» Aging Config
Auto Aging: Allows you to Enable/Disable the Auto Aging feature.

Aging Time: Enter the Aging Time for the dynamic address.

» Search Option

Search Option: Select a Search Option from the pull-down list and click the Search
button to find your desired entry in the Dynamic Address Table.
e MAC: Enter the MAC address of your desired entry.
e VLAN ID: Enter the VLAN ID number of your desired entry.

e Port: Enter the Port number or link-aggregation number of your
desired entry.

> Dynamic Address Table

UNIT: Select the unit ID of the desired member in the stack.

Select: Select the entry to delete the dynamic address or to bind the MAC
address to the corresponding port statically. It is multi-optional.

MAC Address: Displays the dynamic MAC Address.

VLAN ID: Displays the corresponding VLAN ID of the MAC address.

Port: Displays the corresponding port number or link-aggregation number

of the MAC address.

Type: Displays the Type of the MAC address.
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Aging Status: Displays the Aging Status of the MAC address.

Bind: Click the Bind button to bind the MAC address of your selected entry
to the corresponding port statically.
Tips:

Setting aging time properly helps implement effective MAC address aging. The aging time that is
too long or too short results in a decrease of the switch performance. If the aging time is too long,
excessive invalid MAC address entries maintained by the switch may fill up the MAC address table.
This prevents the MAC address table from updating with network changes in time. If the aging time
is too short, the switch may remove valid MAC address entries. This decreases the forwarding
performance of the switch. It is recommended to keep the default value.

6.4.4 Filtering Address

The filtering address is to forbid the undesired packets to be forwarded. The filtering address can
be added or removed manually, independent of the aging time. The filtering MAC address allows
the switch to filter the packets which includes this MAC address as the source address or
destination address, so as to guarantee the network security. The filtering MAC address entries
act on all the ports in the corresponding VLAN.

Choose the menu Switching—MAC Address—Filtering Address to load the following page.

Create Filtering Address
mAC Address: (Format: 00-00-00-00-00-013

YLAN ID: (1-4094)

Search Option

Search Option: All w

Filtering Address Tahle
Select MAZ Address WA D Faort Type Ading Status

[ All ] [Delete] [ Help ]

Total MAC Address: 0
Note:

The maximum ofthe displaved entries is 100 by default, please click the Search button to get the
complete address entries.

Figure 6-17 Filtering Address
The following entries are displayed on this screen:

» Create Filtering Address
MAC Address: Enter the MAC Address to be filtered.
VLAN ID: Enter the corresponding VLAN ID of the MAC address.
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Search Option

Search Option: Select a Search Option from the pull-down list and click the Search
button to find your desired entry in the Filtering Address Table.

e MAC Address: Enter the MAC address of your desired entry.
e VLAN ID: Enter the VLAN ID number of your desired entry.

Filtering Address Table

Select: Select the entry to delete the corresponding filtering address. It is
multi-optional.

MAC Address: Displays the filtering MAC Address.

VLAN ID: Displays the corresponding VLAN ID.

Port: Here the symbol “__” indicates no specified port.

Type: Displays the Type of the MAC address.

Aging Status: Displays the Aging Status of the MAC address.

Note:

The MAC address in the Filtering Address Table cannot be added to the Static Address Table
or bound to a port dynamically.

This MAC address filtering function is not available if the 802.1X feature is enabled.

Return to CONTENTS
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Chapter 7 VLAN

The traditional Ethernet is a data network communication technology basing on CSMA/CD (Carrier
Sense Multiple Access/Collision Detect) via shared communication medium. Through the
traditional Ethernet, the overfull hosts in LAN will result in serious collision, flooding broadcasts,
poor performance or even breakdown of the Internet. Though connecting the LANs through
switches can avoid the serious collision, the flooding broadcasts cannot be prevented, which will
occupy plenty of bandwidth resources, causing potential serious security problems.

A Virtual Local Area Network (VLAN) is a network topology configured according to a logical
scheme rather than the physical layout. The VLAN technology is developed for switches to control
broadcast in LANs. By creating VLANs in a physical LAN, you can divide the LAN into multiple
logical LANs, each of which has a broadcast domain of its own. Hosts in the same VLAN
communicate with one another as if they are in a LAN. However, hosts in different VLANs cannot
communicate with one another directly. Therefore, broadcast packets are limited in a VLAN. Hosts
in the same VLAN communicate with one another via Ethernet whereas hosts in different VLANs
communicate with one another through the Internet devices such as Router, the Layer3 switch, etc.
The following figure illustrates a VLAN implementation.

VLAN 2

T o
e_

Router Switch A Switch B

.

VLAN 6

Figure 7-1 VLAN implementation
Compared with the traditional Ethernet, VLAN enjoys the following advantages.

(1) Broadcasts are confined to VLANs. This decreases bandwidth utilization and improves
network performance.

(2) Network security is improved. VLANs cannot communicate with one another directly. That
is, a host in @ VLAN cannot access resources in another VLAN directly, unless routers or
Layer 3 switches are used.

(3) Network configuration workload for the host is reduced. VLAN can be used to group
specific hosts. When the physical position of a host changes within the range of the VLAN,
you need not to change its network configuration.

A VLAN can span across multiple switches, or even routers. This enables hosts in a VLAN to be
dispersed in a looser way. That is, hosts in a VLAN can belong to different physical network
segment. This switch supports three ways, namely, 802.1Q VLAN, MAC VLAN and Protocol VLAN,
to classify VLANs. VLAN tags in the packets are necessary for the switch to identify packets of
different VLANs. The switch can analyze the received untagged packets on the port and match the
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packets with the MAC VLAN, Protocol VLAN and 802.1Q VLAN in turn. If a packet is matched, the
switch will add a corresponding VLAN tag to it and forward it in the corresponding VLAN.

7.1 802.1Q VLAN

VLAN tags in the packets are necessary for the switch to identify packets of different VLANs. The
switch works at the data link layer in OSI model and it can identify the data link layer encapsulation
of the packet only, so you can add the VLAN tag field into the data link layer encapsulation for
identification.

In 1999, IEEE issues the IEEE 802.1Q protocol to standardize VLAN implementation, defining the
structure of VLAN-tagged packets. IEEE 802.1Q protocol defines that a 4-byte VLAN tag is
encapsulated after the destination MAC address and source MAC address to show the information
about VLAN.

As shown in the following figure, a VLAN tag contains four fields, including TPID (Tag Protocol
Identifier), Priority, CFl (Canonical Format Indicator), and VLAN ID.

VLAN Tag

-
L

F 3

DA&SA TFID Priority | CFl | YLAN ID | Type

Figure 7-2 Format of VLAN Tag

(1) TPID: TPID is a 16-bit field, indicating that this data frame is VLAN-tagged. By default, it is
0x8100.

(2) Priority: Priority is a 3-bit field, referring to 802.1p priority. Refer to section “QoS & QoS
profile” for details.

(3) CFI: CFl is a 1-bit field, indicating whether the MAC address is encapsulated in the
standard format in different transmission media. This field is not described in detail in this
chapter.

(4) VLAN ID: VLAN ID is a 12-bit field, indicating the ID of the VLAN to which this packet
belongs. Itis in the range of 0 to 4,095. Generally, 0 and 4,095 is not used, so the field is in
the range of 1 to 4,094.

VLAN ID identifies the VLAN to which a packet belongs. When the switch receives an
un-VLAN-tagged packet, it will encapsulate a VLAN tag with the default VLAN ID of the inbound
port for the packet, and the packet will be assigned to the default VLAN of the inbound port for
transmission.

In this User Guide, the tagged packet refers to the packet with VLAN tag whereas the untagged
packet refers to the packet without VLAN tag, and the priority-tagged packet refers to the packet
with VLAN tag whose VLAN ID is 0.

> Link Types of ports

When creating the 802.1Q VLAN, you should set the link type for the port according to its
connected device. The link types of port including the following three types:

(1) ACCESS: The ACCESS port can be added in a single VLAN, and the egress rule of the
port is UNTAG. The PVID is same as the current VLAN ID. If the ACCESS port is added to
another VLAN, it will be removed from the current VLAN automatically.

(2) TRUNK: The TRUNK port can be added in multiple VLANs. The egress rule of the port is
UNTAG if the arriving packet’s VLAN tag is the same as the port's PVID, otherwise the
egress rule is TAG. The TRUNK port is generally used to connect the cascaded network
devices for it can receive and forward the packets of multiple VLANs.
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(3) GENERAL: The GENERAL port can be added in multiple VLANs and set various egress
rules according to the different VLANs. The default egress rule is UNTAG. The PVID can
be set as the VID number of any valid VLAN.

> PVID

PVID (Port Vlan ID) is the default VID of the port. When the switch receives an un-VLAN-tagged
packet, it will add a VLAN tag to the packet according to the PVID of its received port and forward
the packets.

When creating VLANSs, the PVID of each port, indicating the default VLAN to which the port
belongs, is an important parameter with the following two purposes:

(1) When the switch receives an un-VLAN-tagged packet, it will add a VLAN tag to the packet
according to the PVID of its received port

(2) PVID determines the default broadcast domain of the port, i.e. when the port receives UL
packets or broadcast packets, the port will broadcast the packets in its default VLAN.

Different packets, tagged or untagged, will be processed in different ways, after being received by
ports of different link types, which is illustrated in the following table.

Receiving Packets
Port Type Forwarding Packets
Untagged Packets Tagged Packets

If the VID of packet is the
same as the PVID of the
port, the packet will be

received. The packet will be forwarded after

Access If the VID of packet is not|removing its VLAN tag.
the same as the PVID of
the port, the packet will
When untagged be dropped.
packets are received, If the arriving packet’'s VLAN tag
the port will add the is the same as the port's PVID,
Trunk default VLAN tag, i.e. the packet will be forwarded after
the PVID of the removing its VLAN tag, otherwise
ingress port, to the|lf the VID of packet is|ihe packet will be forwarded with
packets. allowed by the port, theits current VLAN tag.

packet will be received.

If the VID of packet is If the egress rule of port is TAG,

forbidden by the port, the the packet will be forwarded with

packet will be dropped. its current VLAN tag.
General f the egress rule of port s

UNTAG, the packet will be
forwarded after removing its
VLAN tag.

Table 7-1 Relationship between Port Types and VLAN Packets Processing
IEEE 802.1Q VLAN function is implemented on the VLAN Config and Port Config pages.

7.1.1 VLAN Config
On this page, you can view the current created 802.1Q VLAN.
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Choose the menu VLAN—802.1Q VLAN—VLAN Config to load the following page.

Vlan Table
Select VLAM_ID Marme Members Qperation
1 System-VLAN 10i1-26 Edit | Detail
[ ar ] [create | [ petete | [ Hep |
Total VLAN: 1

Figure 7-3 VLAN Table

To ensure the normal communication of the factory switch, the default VLAN of all ports is set to
VLAN1.

The following entries are displayed on this screen:

> VLAN Table

Select: Select the desired entry to delete the corresponding VLAN. It is
multi-optional.

VLAN ID: Displays the ID number of VLAN.

Name: Displays the user-defined name of VLAN.

Members: Displays the port members in the VLAN.

Operation: Allows you to view or modify the information for each entry.

e Edit: Click to modify the settings of VLAN.
e Detail: Click to get the information of VLAN.

Click Edit button to modify the settings of the corresponding VLAN. Click Create button to create a
new VLAN.

WLAN Info.

VLAN ID: | ] 2-4004)

Mame : | | (16 characters maximum}

Untagged port
UNIT: 1

(21 Fa 7 e (407 (42 41 (361 (] 201 221 [24] %6
KN R K| EEA EEY | EEAELAKEM | ESMEEY 2]

[ an | [ clear |

Tagged port
UNIT: 1

(211 7 e 2 6 42 [ 61 (e 201 221 (24 26,
U RN N A RN |E A EET KEAELAIKENESRE2Y =

[ All l [ Clear l [ Apply ] [ Help ]

EUnselemed Part(s) ESelemed Part(s) ENot.&vailablemrSeledinn

Figure 7-4 Create or Modify 802.1Q VLAN
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The following entries are displayed on this screen:

> VLAN Info
VLAN ID: Enter the ID number of VLAN.
Name: Displays the user-defined name of VLAN.
Untagged port: Displays the untagged port which is ACCESS, TRUNK or
GENERAL.
UNIT: Select the unit ID of the desired member in the stack.
Tagged port: Displays the tagged port which is TRUNK or GENERAL.

7.1.2 Port Config

Before creating the 802.1Q VLAN, please acquaint yourself with all the devices connected to the
switch in order to configure the ports properly.

Choose the menu VLAN—802.1Q VLAN—Port Config to load the following page.

WLAM Port Config

UNIT: 1
Select Port Link Type PVID LAG VLAN
[F] ~
L] 101 ACCESS 1 - Detail .
L] 10042 ACCESS 1 - Detail
L] 1003 ACCESS 1 - Detail
L] 10014 ACCESS 1 - Detail
L] 1005 ACCESS 1 - Detail
L] 100G ACCESS 1 - Detail
F 1007 ACCESS 1 — Dretail
] 11078 ACCESS 1 — Dretail
] 11009 ACCESS 1 — Dretail
1 om0 ACCESS 1 - Dretail
1 or ACCESS 1 — Dretail
1 o2 ACCESS 1 — Dretail
1 103 ACCESS 1 — Dretail
1 on4 ACCESS 1 — Dretail
(1 1005 ACCESS 1 — Dretail e
[ ] [ aepy | [ Hep |
Figure 7-5 802.1Q VLAN — Port Config
The following entries are displayed on this screen:
» VLAN Port Config
UNIT: Select the unit ID of the desired member in the stack.
Select: Select the desired port for configuration. It is multi-optional.

Port: Displays the port number.
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Link Type:

PVID:

LAG:

VLAN:

Select the Link Type from the pull-down list for the port.

e ACCESS: The ACCESS port can be added in a single VLAN,
and the egress rule of the port is UNTAG. The PVID is same
as the current VLAN ID. If the current VLAN is deleted, the
PVID will be set to 1 by default.

e TRUNK: The TRUNK port can be added in multiple VLANSs.
The egress rule of the port is UNTAG if the arriving packet’s
VLAN tag is the same as the port's PVID, otherwise the
egress rule is TAG. The PVID can be set as the VID number
of any valid VLAN.

e GENERAL: The GENERAL port can be added in multiple
VLANSs and set various egress rules according to the different
VLANSs. The default egress rule is UNTAG. The PVID can be

set as the VID number of any valid VLAN.
Enter the PVID number of the port.

Displays the LAG to which the port belongs.

Click the Detail button to view the information of the VLAN to

which the port belongs.

Click the Detail button to view the information of the corresponding VLAN.

VLAM of Port /01

VLAM 1D
1

Mame Operation
Systemn-VLAMN Remove
[ Back ] [ Help ]

Figure 7-6 View the Current VLAN of Port

The following entries are displayed on this screen:

> VLAN of Port

VLAN ID:

VLAN Name:

Operation:

Configuration Procedure:

Displays the ID number of VLAN.

Displays the user-defined description of VLAN.

Allows you to remove the port from the current VLAN.

Step

Operation

Description

1

Set the link type for
port.

Required. On the VLAN—802.1Q VLAN—Port Config page, set
the link type for the port basing on its connected device.

2 Create VLAN. Required. On the VLAN—802.1Q VLAN—VLAN Config page,
click the Create button to create a VLAN. Enter the VLAN ID and
the description for the VLAN. Meanwhile, specify its member
ports.

3 Modify/View VLAN. Optional. On the VLAN—802.1Q VLAN—VLAN Config page,

click the Edit/Detail button to modify/view the information of the
corresponding VLAN.
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Step

Operation

Description

Delete VLAN

Optional. On the VLAN—802.1Q VLAN—VLAN Config page,
select the desired entry to delete the corresponding VLAN by
clicking the Delete button.

7.2 Application Example for 802.1Q VLAN

> Network Requirements

e Switch Ais connecting to PC A and Server B;

e Switch B is connecting to PC B and Server A;
e PCAand Server Ais in the same VLAN;
e PC B and Server B is in the same VLAN;

e PCs in the two VLANs cannot communicate with each other.

\4

Network Diagram

Switch A Port 7 | Switch B

Server B Server A

PC A PCB
» Configuration Procedure
e Configure switch A
Step | Operation Description
1 Configure  the | Required. On VLAN—802.1Q VLAN—Port Config page, configure
Link Type of the | the link type of Port 2, Port 3 and Port 4 as ACCESS, TRUNK and
ports ACCESS respectively
2 Create VLAN10 | Required. On VLAN—802.1Q VLAN—VLAN Config page, create a
VLAN with its VLAN ID as 10, owning Port 2 and Port 3.
3 Create VLAN20 | Required. On VLAN—802.1Q VLAN—VLAN Config page, create a

VLAN with its VLAN ID as 20, owning Port 3 and Port 4.
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e Configure switch B

Step | Operation Description
1 Configure  the | Required. On VLAN—802.1Q VLAN—Port Config page, configure
Link Type of the | the link type of Port 7, Port 6 and Port 8 as ACCESS, TRUNK and
ports ACCESS respectively.
2 Create VLAN10 | Required. On VLAN—802.1Q VLAN—VLAN Config page, create a
VLAN with its VLAN ID as 10, owning Port 6 and Port 8.
3 Create VLAN20 | Required. On VLAN—802.1Q VLAN—VLAN Config page, create a

VLAN with its VLAN ID as 20, owning Port 6 and Port 7.

7.3 MAC VLAN

MAC VLAN technology is the way to classify VLANs according to the MAC addresses of Hosts. A
MAC address corresponds to a single VLAN ID. For the device in a MAC VLAN, if its MAC address
is bound to VLAN, the device can be connected to another member port in this VLAN and still
takes its member role effect without changing the configuration of VLAN members.

The packet in MAC VLAN is processed in the following way:

1. When receiving an untagged packet, the switch matches the packet with the current MAC
VLAN. If the packet is matched, the switch will add a corresponding MAC VLAN tag to it. If no
MAC VLAN is matched, the switch will add a tag to the packet according to the PVID of the
received port. Thus, the packet is assigned automatically to the corresponding VLAN for
transmission.

2. When receiving tagged packet, the switch will process it basing on the 802.1Q VLAN. If the
received port is the member of the VLAN to which the tagged packet belongs, the packet will
be forwarded normally. Otherwise, the packet will be discarded.

3. If the MAC address of a Host is classified into 802.1Q VLAN, please set its connected port of
switch to be a member of this 802.1Q VLAN so as to ensure the packets forwarded normally.

7.3.1 MAC VLAN

On this page, you can create MAC VLAN and view the current MAC VLANSs in the table.
Choose the menu VLAN—MAC VLAN to load the following page.

Create MAC VLAN

MAC Address:
Description:

WLAM 1D

MAC VLAN Table

Select

MAC Address

(Format: 00-00-00-00-00-01)

(8 characters maximumy)

(1-4094)

Description WLAM 1D Cperation
Ho entry in the table.

[ ar ] [ Detete | [ Hep |

Total MAC VLAN:O

Figure 7-7 Create and View MAC VLAN
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The following entries are displayed on this screen:

» Create MAC VLAN

MAC Address: Enter the MAC address.
Description: Give a description to the MAC address for identification.
VLAN ID: Enter the ID number of the MAC VLAN. This VLAN should be one of

the 802.1Q VLANSs the ingress port belongs to.

» MAC VLAN Table

Select: Select the desired entry. It is multi-optional.

MAC Address: Displays the MAC address.

Description: Displays the user-defined description of the MAC address.

VLAN ID: Displays the corresponding VLAN ID of the MAC address.
Operation: Click the Edit button to modify the settings of the entry. And click the

Modify button to apply your settings.

7.3.2 Port Enable

On this page, you can enable the port for the MAC VLAN feature. Only the port is enabled, can the
configured MAC VLAN take effect.

Choose the menu VLAN—-MAC VLAN—Port Enable to load the following page.

Faort Enable
UNIT: 1

(247 101 (321 [14] e (4] [207 [22] [24] %6
I | KRR | RRRCR | KGNEEY | KLHRLAIRENE SR XY 25]

[ an ] [ clear | [ appty | [ Hep |

EUnselemed Part(s) ESelemed Part(s) ENntAﬁ.«ailable for Selection
Figure 7-8 Enable Port for MAC VLAN

UNIT: Select the unit ID of the desired member in the stack.

Select your desired port for MAC VLAN function. All the ports are disabled for MAC VLAN function
by default.

Configuration Procedure:

Step | Operation Description
1 Set the link type for | Required. On the VLAN—802.1Q VLAN—Port Config page, set
port. the link type for the port basing on its connected device.
2 Create VLAN. Required. On the VLAN—802.1Q VLAN—VLAN Config page,
click the Create button to create a VLAN. Enter the VLAN ID and
the description for the VLAN. Meanwhile, specify its member ports.

77




Step

Operation

Description

Create MAC VLAN.

Required. On the VLAN—MAC VLAN page, create the MAC VLAN.
For the device in a MAC VLAN, it's required to set its connected port
of switch to be a member of this VLAN so as to ensure the normal
communication.

Select your desired
ports for MAC VLAN
feature.

Required. On the VLAN—MAC VLAN—Port Enable page, select
and enable the desired ports for MAC VLAN feature.

7.4 Application Example for MAC VLAN

> Network Requirements

e Switch A and switch B are connected to meeting room A and meeting room B respectively, and
the two rooms are for all departments;

o Notebook A and Notebook B, special for meeting room, are of two different departments;

e The two departments are in VLAN10 and VLANZ20 respectively. The two notebooks can just
access the server of their own departments, that is, Server A and Server B, in the two meeting
rooms;

e The MAC address of Notebook A is 00-19-56-8A-4C-71, Notebook B’'s MAC address is
00-19-56-82-3B-70.

\4

Network Diagram

Port 11| Switch A Switch B

Meeting Room A g g Meeting Room B

Port 5

ort 2

Port
Switch C

Port 21

Notebook A Notebook B

» Configuration Procedure

e Configure switch A

Step

Operation Description

1

Configure  the | Required. On VLAN—802.1Q VLAN—Port Config page, configure the
Link Type of the | link type of Port 11 and Port 12 as GENERAL and TRUNK respectively.

ports
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Step | Operation Description
2 Create VLAN10 | Required. On VLAN—802.1Q VLAN—VLAN Config page, create a
VLAN with its VLAN ID as 10, owning Port 11 and Port 12, and
configure the egress rule of Port 11 as Untag.
3 Create VLAN20 | Required. On VLAN—802.1Q VLAN—VLAN Config page, create a
VLAN with its VLAN ID as 20, owning Port 11 and Port 12, and
configure the egress rule of Port 11 as Untag.
4 Configure MAC | On VLAN—MAC VLAN—MAC VLAN page, create MAC VLAN10 with
VLAN 10 the MAC address as 00-19-56-8A-4C-71.

5 Configure MAC | On VLAN—-MAC VLAN—MAC VLAN page, create MAC VLAN10 with
VLAN 20 the MAC address as 00-19-56-82-3B-70.

6 Port Enable Required. On the VLAN—MAC VLAN—Port Enable page, select and

enable Port 11 and Port 12 for MAC VLAN feature.

e Configure switch B

Step

Operation

Description

1

Configure  the
Link Type of the
ports

Required. On VLAN—802.1Q VLAN—Port Config page, configure the
link type of Port 21 and Port 22 as GENERAL and TRUNK respectively.

2 Create VLAN10 | Required. On VLAN—802.1Q VLAN—VLAN Config page, create a
VLAN with its VLAN ID as 10, owning Port 21 and Port 22, and
configure the egress rule of Port 21 as Untag.
3 Create VLAN20 | Required. On VLAN—802.1Q VLAN—VLAN Config page, create a
VLAN with its VLAN ID as 20, owning Port 21 and Port 22, and
configure the egress rule of Port 21 as Untag.
4 Configure MAC | On VLAN—-MAC VLAN—MAC VLAN page, create MAC VLAN10 with
VLAN 10 the MAC address as 00-19-56-8A-4C-71.

5 Configure MAC | On VLAN—MAC VLAN—MAC VLAN page, create MAC VLAN10 with
VLAN 20 the MAC address as 00-19-56-82-3B-70.

6 Port Enable Required. On the VLAN—MAC VLAN—Port Enable page, select and

enable Port 21 and Port 22 for MAC VLAN feature.

e Configure switch C

Step

Operation

Description

1

Configure  the
Link Type of the
ports

Required. On VLAN—802.1Q VLAN—Port Config page, configure the
link type of Port 2 and Port 3 as GENERAL, and configure the link type
of Port 4 and Port 5 as ACCESS.

2 Create VLAN10 | Required. On VLAN—802.1Q VLAN—VLAN Config page, create a
VLAN with its VLAN ID as 10, owning Port 2, Port 3 and Port 5,
3 Create VLAN20 | Required. On VLAN—802.1Q VLAN—VLAN Config page, create a

VLAN with its VLAN ID as 20, owning Port 2, Port 3 and Port 4,
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7.5 Protocol VLAN

Protocol VLAN is another way to classify VLANs basing on network protocol. Protocol VLANSs can
be sorted by IP, IPX, DECnet, AppleTalk, Banyan and so on. Through the Protocol VLANS, the
broadcast domain can span over multiple switches and the Host can change its physical position
in the network with its VLAN member role always effective. By creating Protocol VLANS, the
network administrator can manage the network clients basing on their actual applications and
services effectively.

This switch can classify VLANs basing on the common protocol types listed in the following table.
Please create the Protocol VLAN to your actual need.

Protocol Type Type value
ARP 0x0806

IP 0x0800

MPLS 0x8847/0x8848
IPX 0x8137

IS-1S 0x8000

LACP 0x8809

802.1X 0x888E

Table 7-2 Protocol types in common use

The packet in Protocol VLAN is processed in the following way:

1. When receiving an untagged packet, the switch matches the packet with the current Protocol
VLAN. If the packet is matched, the switch will add a corresponding Protocol VLAN tag to it. If
no Protocol VLAN is matched, the switch will add a tag to the packet according to the PVID of
the received port. Thus, the packet is assigned automatically to the corresponding VLAN for
transmission.

2. When receiving tagged packet, the switch will process it basing on the 802.1Q VLAN. If the
received port is the member of the VLAN to which the tagged packet belongs, the packet will

be forwarded normally. Otherwise, the packet will be discarded.

3. If the Protocol VLAN is created, please set its enabled port to be the member of

corresponding 802.1Q VLAN so as to ensure the packets forwarded normally.
7.5.1 Protocol Group Table

On this page, you can create Protocol VLAN and view the information of the current defined
Protocol VLANSs.
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Choose the menu VLAN—Protocol VLAN—Protocol Group Table to load the following page.

FProtocol Group Table
Select Protocol Mame YLAM 1D Member Operate

Ho entry in the table.

[ ar | [create | [ Detete | [ Help |

Figure 7-9 Create Protocol VLAN
The following entries are displayed on this screen:

> Protocol Group Table

Select: Select the desired entry. It is multi-optional.

Protocol Name: Displays the protocol of the protocol group.

VLAN ID: Displays the corresponding VLAN ID of the protocol.

Member: Displays the member of the protocol group.

Operate: Click the Edit button to modify the settings of the entry. And click the

Apply button to apply your settings.

7.5.2 Protocol Group

On this page, you can configure the Protocol Group.
Choose the menu VLAN—Protocol VLAN—Protocol Group to load the following page.
Protocol Group Config

Protocol Mame: IP w

VLAN 1D (1-4094)

Protocol Group Member
UMIT: 1

[z P o] (2] [34] a1 e 21221 f24] %6
I | KRR | WA KON | K EY KA LA | RERESA[E 2N 2]

[ an ] [ clear | [ appty | [ Hep |

EUnselemed Part(s) ESelemed Part(s) ENntAﬁfailable for Selection

Figure 7-10 Enable Protocol VLAN for Port

> Protocol Group Config

Protocol Name: Select the defined protocol template.

VLAN ID: Enter the ID number of the Protocol VLAN. This VLAN should be one
of the 802.1Q VLANSs the ingress port belongs to.

81



> Protocol Group Member

UNIT: Select the unit ID of the desired member in the stack.

7.5.3 Protocol Template

The Protocol Template should be created before configuring the Protocol VLAN. By default, the
switch has defined the IP Template, ARP Template, RARP Template, etc. You can add more
Protocol Template on this page.

Choose the menu VLAN—Protocol VLAN—Protocol Template to load the following page.

Create Protocol Template

Protocol Mame: (8 characters maximum)
Frame Type: Ethernet Il w
Ether Type: (4 Hex integers, 0600-FFFF)

Protocol Template Table

Select D FProtocol Mame Protocol type
] 1 P Ethernet Il ether-type 0300
] 2 ARF Ethernet Il ether-type 0306
] 3 RARP Ethernet Il ether-type 8035
O 4 IPX SMAFP ether-type 8137
] 5 AT SMAFP ether-type 8098
[ ar ] [ peete | [ Hep |

Figure 7-11 Create and View Protocol Template
The following entries are displayed on this screen:

> Create Protocol Template

Protocol Name: Give a name for the Protocol Template.

Frame Type: Select a Frame Type for the Protocol Template.

Ether Type: Enter the Ethernet protocol type field in the protocol template.
DSAP: Enter the DSAP field when selected LLC.

SSAP: Enter the SSAP field when selected LLC.

> Protocol Template Table

Select: Select the desired entry. It is multi-optional.
ID Displays the Protocol Template ID.
Protocol Name: Displays the Protocol Name.

Protocol Type: Displays the Protocol type.

AN ote:

The Protocol Template bound to VLAN cannot be deleted.
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Configuration Procedure:

Step | Operation

Description

1

Set the link type for port.

Required. On the VLAN—802.1Q VLAN—Port Config page,
set the link type for the port basing on its connected device.

Create VLAN.

Required. On the VLAN—802.1Q VLAN—VLAN Config
page, click the Create button to create a VLAN. Enter the
VLAN ID and the description for the VLAN. Meanwhile,
specify its member ports.

Create Protocol Template.

Required. On the VLAN—Protocol VLAN—Protocol
Template page, create the Protocol Template before
configuring Protocol VLAN.

Create Protocol VLAN.

Required. On the VLAN—Protocol VLAN—Protocol
Group page, select the protocol name and enter the VLAN
ID to create a Protocol VLAN. Meanwhile, enable protocol
VLAN for ports.

Modify/View VLAN.

Optional. On the VLAN—Protocol VLAN—Protocol
Group Table page, click the Edit button to modify/view the
information of the corresponding VLAN.

Delete VLAN.

Optional. On the VLAN—Protocol VLAN—Protocol
Group Table page, select the desired entry to delete the
corresponding VLAN by clicking the Delete button.

7.6 Application Example for Protocol VLAN

>

Network Requirements

Department A is connected to the company LAN via Port12 of switch A;

Department A has IP host and AppleTalk host;

IP host, in VLAN10, is served by IP server while AppleTalk host is served by AppleTalk server;

Switch B is connected to IP server and AppleTalk server.
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> Network Diagram

J=
J=

IP Server AppleTalk Server

—

==

AppleTalk
host

e Port 13/ Yon 11
=

IP host

» Configuration Procedure

e Configure switch A

Step

Operation

Description

1

Configure  the
Link Type of the
ports

Required. On VLAN—802.1Q VLAN—Port Config page, configure the
link type of Port 11 and Port 13 as ACCESS, and configure the link type
of Port 12 as GENERAL.

2 Create VLAN10 | Required. On VLAN—802.1Q VLAN—VLAN Config page, create a
VLAN with its VLAN ID as 10, owning Port 12 and Port 13, and
configure the egress rule of Port 12 as Untag.

3 Create VLAN20 | Required. On VLAN—802.1Q VLAN—VLAN Config page, create a

VLAN with its VLAN ID as 20, owning Port 11 and Port 12, and
configure the egress rule of Port 12 as Untag.

e Configure switch B

Step | Operation Description
1 Configure  the | Required. On VLAN—802.1Q VLAN—Port Config page, configure the
Link Type of the | link type of Port 4 and Port 5 as ACCESS, and configure the link type of
ports Port 3 as GENERAL.

2 Create VLAN10 | Required. On VLAN—802.1Q VLAN—VLAN Config page, create a
VLAN with its VLAN ID as 10, owning Port 3 and Port 4, and configure
the egress rule of Port 3 as Untag.

3 Create VLAN20 | Required. On VLAN—802.1Q VLAN—VLAN Config page, create a

VLAN with its VLAN ID as 20, owning Port 3 and Port 5, and configure
the egress rule of Port 3 as Untag.
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Step | Operation Description

4 Create Protocol | Required. On VLAN—Protocol VLAN—Protocol Template page,
Template configure the protocol template practically. E.g. the Ether Type of IP
network packets is 0800 and that of AppleTalk network packets is 809B.

5 Create Protocol | On VLAN—Protocol VLAN—Protocol Group page, create protocol
VLAN 10 VLAN 10 with Protocol as IP. Select and enable Port 3, Port 4 and Port
5 for Protocol VLAN feature.

6 Create Protocol | On VLAN—Protocol VLAN—Protocol Group page, create protocol
VLAN 20 VLAN 20 with Protocol as AppleTalk. Select and enable Port 3, Port 4
and Port 5 for Protocol VLAN feature.

7.7 VLAN VPN

With the increasing application of the Internet, the VPN (Virtual Private Network) technology is
developed and used to establish the private network through the operators’ backbone networks.
VLAN-VPN (Virtual Private Network) function, the implement of a simple and flexible Layer 2 VPN
technology, allows the packets with VLAN tags of private networks to be encapsulated with VLAN
tags of public networks at the network access terminal of the Internet Service Provider. And these
packets will be transmitted with double-tag across the public networks.

The VLAN-VPN function provides you with the following benefits:
(1) Provides simple Layer 2 VPN solutions for small-sized LANs or intranets.
(2) Saves public network VLAN ID resource.
(3)  You can have VLAN IDs of your own, which is independent of public network VLAN IDs.

(4)  When the network of the Internet Service Provider is upgraded, the user’s network with a
relative independence can still work normally without changing the current configurations.

In addition, the switch supports the feature to adjust the TPID Values of VLAN VPN Packets. TPID
(Tag Protocol Identifier) is a field of the VLAN tag. IEEE 802.1Q specifies the value of TPID to be
0x8100. This switch adopts the default value of TPID (0x8100) defined by the protocol. Other
manufacturers use other TPID values (such as 0x9100 or 0x9200) in the outer tags of VLAN-VPN
packets. To be compatible with devices coming from other manufacturers, this switch can adjust
the TPID values of VLAN-VPN packets globally. You can configure TPID values by yourself. When
a port receives a packet, this port will replace the TPID value in the outer VLAN tag of this packet
with the user-defined value and then send the packet again. Thus, the VLAN-VPN packets sent to
the public network can be recognized by devices of other manufacturers.

The position of the TPID field in an Ethernet packet is the same as the position of the protocol type
field in the packet without VLAN Tag. Thus, to avoid confusion happening when the switch
forwards or receives a packet, you must not configure the following protocol type values listed in
the following table as the TPID value.

Protocol type |Value

ARP 0x0806

IP 0x0800

MPLS 0x8847/0x8848
IPX 0x8137

IS-IS 0x8000
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Protocol type Value
LACP 0x8809
802.1X 0x888E

Table 7-3 Values of Ethernet frame protocol type in common use
This VLAN VPN function is implemented on the VPN Config, Port Enable and VLAN Mapping
pages.

7.7.1 VPN Config

This page allows you to enable the VPN function, adjust the global TPID for VLAN-VPN packets
and enable the VPN up-link port. When VPN mode is enabled, the switch will add a tag to the
received tagged packet basing on the VLAN mapping entries.

Choose the menu VLAN—VLAN VPN—VPN Config to load the following page.

Global Config
VPN Mode: (O Enable ® Disable
) Apply
Global TRPID: a100 (4 Hex integers)

YWPM Up-link Ports
UNIT: 1

214 P Aol A2 4] a1 81 (201 221 (24] %6
BN | R[N | AR KON | KR REY KA LA | RERESA X 25|

[ an ] [ clear | [ appty | [ Hep |

EUnselemed Part(s} ESelemed Part(s) ENntAuailable for Selection

Figure 7-12 VPN Global Config
The following entries are displayed on this screen:
» Global Config
VPN Mode: Allows you to Enable/Disable the VLAN-VPN function.
Global TPID: Enter the global TPID (Tag protocol identifier).
> VPN Up-link Ports

Unit: Select the unit ID of the desired member in the stack.
VPN Up-link ports: Select the desired port as the VPN Up-link port.
ANote:

If VPN mode is enabled, please create VLAN Mapping entries on the VLAN Mapping function
page.

7.7.2 Port Enable

On this page, you can enable the port for the VLAN Mapping function. Only the port is enabled,
can the configured VLAN Mapping function take effect.
86



WPM Port Enable
UNMIT: 1

(2 e[ e (1] [21 (3] (461 38 [20] [22] [24] %6,
BN | KRR | N8| RCNIREN | KENREA | REA(RED AR EZY 25]

[ ar | [ clear | [ appy | [ Help |

EUnselemed FPaort(s) ESElEE’tEd Part(s) ENntMailable for Selection

Figure 7-13 Enable Port for VLAN Mapping
» VPN Port Enable

UNIT: Select the unit ID of the desired member in the stack.

Select your desired port for VLAN Mapping function. All the ports are disabled for VLAN Mapping
function by default.

7.7.3 VLAN Mapping

VLAN Mapping function allows the VLAN TAG of the packets to be replaced with the new VLAN
TAG according to the VLAN Mapping entries. And these packets can be forwarded in the new
VLAN. If VLAN VPN function is enabled, a received packet already carrying a VLAN tag will be
tagged basing on the VLAN Mapping entries and becomes a double-tagged packet to be
forwarded in the new VLAN.

Choose the menu VLAN—VLAN VPN—VLAN Mapping to load the following page.

Glohal Caonfig

YLAR Mapping: O Enable @ Disable Apply

YLAR Mapping Config

Fort: (Fn rmat 101

CWLAN: (1-4094)
SP VLAN: (1-4094)

Mlarme: (16 characters maximum)

WLAR Mapping List
Select Fort AR SP WLAR Description Cperation
No entry in the table.

[ an ] [peete ] [ Help |

Figure 7-14 Create VLAN Mapping Entry
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The following entries are displayed on this screen:

> Global Config

VLAN Mapping: Enable/Disable the VLAN mapping function. If VLAN mapping is
disabled and VLAN VPN is enabled, the packet will be
encapsulated with an outer tag according to the PVID of its

arriving port.
» VLAN Mapping Config
Port: Select/Input the port number.
C VLAN: Enter the ID number of the Customer VLAN. C VLAN refers to the
VLAN to which the packet received by switch belongs.
SP VLAN: Enter the ID number of the Service Provider VLAN.
Name: Give a name to the VLAN Mapping entry or leave it blank.

> VLAN Mapping List

Select: Select the desired entry to delete the corresponding VLAN
Mapping entry. It is multi-optional.

Operation: Click the Edit button to modify the settings of the entry.
Click Edit to display the following figure:

Global Config
YLAM Mapping: O Enable @ Disable Apply

WLARN Mapping Config

Fort: :](Furm at: 101}

C VLAN: (1-4094)
SP YLAN: 22 (1-4094)

Mlarme: testz (16 characters maximum)

WLAR Mapping List
Select FPort CLAR SP WLAR Description Dperation
O BOrG 2 3 test Edit

| ar | [ peete | [ Hep |

Figure 7-15 VLAN Mapping Entry Config
Modify the SP VLAN and name of the selected entry and click Edit to apply.

Note:

When VPN mode is globally enabled, VPN function takes effect on all ports. If VPN mode is
disabled, VLAN Mapping function can be enabled by selecting your desired port on this Port
Enable page.
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Configuration Procedure of VLAN VPN Function:

Step | Operation Description

1 Enable VPN mode. Required. On the VLAN—VLAN VPN—VPN Config page,
enable the VPN mode.

2 Configure the global TPID. Optional. On the VLAN—VLAN VPN—VPN Config page,
configure the global TPID basing on the devices connected
to the up-link port.

3 Set the VPN up-link port. Required. On the VLAN—VLAN VPN—VPN Config page,
specify the desired port to be the VPN up-link port. It's
required to set the port connected to the backbone
networks to be up-link port.

4 Create VLAN  Mapping | Required. On the VLAN—VLAN VPN—VLAN Mapping
entries. page, configure the VLAN Mapping entries basing on the
actual application.

5 Create SP (Service | Optional. On the VLAN—802.1Q VLAN page, create the
Provider) VLAN. SP VLAN. For the steps of creating VLAN, please refer to
802.1Q VLAN.

Configuration Procedure of VLAN Mapping Function:

Step | Operation Description
1 Create VLAN  Mapping | Required. On the VLAN—VLAN VPN—VLAN Mapping
entries. page, configure the VLAN Mapping entries basing on the

actual application.

2 Enable VLAN Mapping | Required. On the VLAN—VLAN VPN—Port Enable page,

function for port. enable VLAN Mapping function for the ports.
3 Create SP (Service | Optional. On the VLAN—802.1Q VLAN page, create the
Provider) VLAN SP VLAN. For the steps of creating VLAN, please refer to
802.1Q VLAN.
7.8 GVRP

GVRP (GARP VLAN Registration Protocol) is an implementation of GARP (generic attribute
registration protocol). GVRP allows the switch to automatically add or remove the VLANSs via the
dynamic VLAN registration information and propagate the local VLAN registration information to
other switches, without having to individually configure each VLAN.

> GARP

GARP provides the mechanism to assist the switch members in LAN to deliver, propagate and
register the information among the members. GARP itself does not work as the entity among the
devices. The application complied with GARP is called GARP implementation, and GVRP is the
implementation of GARP. When GARP is implemented on a port of device, the port is called
GARRP entity.

The information exchange between GARP entities is completed by messages. GARP defines the
messages into three types: Join, Leave and LeaveAll.
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e Join Message: When a GARP entity expects other switches to register certain attribute
information of its own, it sends out a Join message. And when receiving the Join message
from the other entity or configuring some attributes statically, the device also sends out a Join
message in order to be registered by the other GARP entities.

e Leave Message: When a GARP entity expects other switches to deregister certain attribute
information of its own, it sends out a Leave message. And when receiving the Leave message
from the other entity or deregistering some attributes statically, the device also sends out a
Leave message.

e LeaveAll Message: Once a GARP entity starts up, it starts the LeaveAll timer. After the timer
times out, the GARP entity sends out a LeaveAll message. LeaveAll message is to deregister
all the attribute information so as to enable the other GARP entities to re-register attribute
information of their own.

Through message exchange, all the attribute information to be registered can be propagated to all
the switches in the same switched network.

The interval of GARP messages is controlled by timers. GARP defines the following timers:

¢ Hold Timer: When a GARP entity receives a piece of registration information, it does not send
out a Join message immediately. Instead, to save the bandwidth resources, it starts the Hold
timer, puts all registration information it receives before the timer times out into one Join
message and sends out the message after the timer times out.

e Join Timer: To transmit the Join messages reliably to other entities, a GARP entity sends
each Join message two times. The Join timer is used to define the interval between the two
sending operations of each Join message.

e Leave Timer: When a GARP entity expects to deregister a piece of attribute information, it
sends out a Leave message. Any GARP entity receiving this message starts its Leave timer,
and deregisters the attribute information if it does not receives a Join message again before
the timer times out.

e LeaveAll Timer: Once a GARP entity starts up, it starts the LeaveAll timer, and sends out a
LeaveAll message after the timer times out, so that other GARP entities can re-register all the
attribute information on this entity. After that, the entity restarts the LeaveAll timer to begin a
new cycle.

» GVRP

GVRP, as an implementation of GARP, maintains dynamic VLAN registration information and

propagates the information to other switches by adopting the same mechanism of GARP.

After the GVRP feature is enabled on a switch, the switch receives the VLAN registration
information from other switches to dynamically update the local VLAN registration information,
including VLAN members, ports through which the VLAN members can be reached, and so on.
The switch also propagates the local VLAN registration information to other switches so that all the
switching devices in the same switched network can have the same VLAN information. The VLAN
registration information includes not only the static registration information configured locally, but

also the dynamic registration information, which is received from other switches.
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In this switch, only the port with TRUNK link type can be set as the GVRP application entity to
maintain the VLAN registration information. GVRP has the following three port registration modes:

Normal, Fixed, and Forbidden.

¢ Normal: In this mode, a port can dynamically register/deregister a VLAN and propagate the
dynamic/static VLAN information.

¢ Fixed: In this mode, a port cannot register/deregister a VLAN dynamically. It only propagates
static VLAN information. That is, the port in Fixed mode only permits the packets of its static
VLAN to pass.

e Forbidden: In this mode, a port cannot register/deregister VLANSs. It only propagates VLAN 1
information. That is, the port in Forbidden mode only permits the packets of the default VLAN
(namely VLAN 1) to pass.

Choose the menu VLAN—-GVRP—GVRP Config to load the following page.

Global Config
GVRP (O Enable (® Disable
Fort Config
UNIT: |1
Select Pot  status RGN O ond)  (contisecond) centsecond) S
Fl L w
1 oA Disable Marmal 1000 20 B0 — »
] e Disable Maormal 1000 20 B0 —
] 1o Disable Mormal 1000 20 B0 —
1 104 Disable Mormal 1000 20 B0 —
] oS Disable Marmal 1000 20 BO —
] 1os Disable Marmal 1000 20 B0 —
0 uor Disable Marmal 1000 20 BO —
0 e Disable Marmal 1000 20 B0 —
0 oo Disable Marmal 1000 20 B0 —
[0 100 Disable Marmal 1000 20 B0 —
] 1/0M1 Disable Marmal 1000 20 B0 —
1 102 Disable Marmal 1000 20 B0 —
1 1013 Disable Maormal 1000 20 B0 —
1 10M4 Disable Maormal 1000 20 B0 — v
[ All l [ Apply l [ Help ]

Figure 7-16 GVRP Config

AN ote:

If the GVRP feature is enabled for a member port of LAG, please ensure all the member ports of
this LAG are set to be in the same status and registration mode.

The following entries are displayed on this screen:

> Global Config

GVRP: Allows you to Enable/Disable the GVRP function.
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Port Config
Unit:
Select:
Port:

Status:

Registration
Mode:

LeaveAll Timer:

Join Timer:

Leave Timer:

LAG:

Note:

Select the unit ID of the desired member in the stack.
Select the desired port for configuration. It is multi-optional.
Displays the port number.

Enable/Disable the GVRP feature for the port. The port type should
be set to TRUNK before enabling the GVRP feature.

Select the Registration Mode for the port.

e Normal: In this mode, a port can dynamically register/deregister
a VLAN and propagate the dynamic/static VLAN information.

¢ Fixed: In this mode, a port cannot register/deregister a VLAN
dynamically. It only propagates static VLAN information.

e Forbidden: In this mode, a port cannot register/deregister
VLANSs. It only propagates VLAN 1 information.

Once the LeaveAll Timer is set, the port with GVRP enabled can send
a LeaveAll message after the timer times out, so that other GARP
ports can re-register all the attribute information. After that, the
LeaveAll timer will start to begin a new cycle. The LeaveAll Timer
ranges from 1000 to 30000 centiseconds.

To guarantee the transmission of the Join messages, a GARP port
sends each Join message two times. The Join Timer is used to define
the interval between the two sending operations of each Join
message. The Join Timer ranges from 20 to 1000 centiseconds.

Once the Leave Timer is set, the GARP port receiving a Leave
message will start its Leave timer, and deregister the attribute
information if it does not receive a Join message again before the
timer times out. The Leave Timer ranges from 60 to 3000
centiseconds.

Displays the LAG to which the port belongs.

LeaveAll Timer >= 10* Leave Timer, Leave Timer >= 2*Join Timer

Configuration Procedure:

Step

Operation

Description

1

Set the link type for port.

Required. On the VLAN—802.1Q VLAN—Port Config
page, set the link type of the port to be TRUNK.

2 Enable GVRP function. Required. On the VLAN—GVRP page, enable GVRP
function.
3 Configure the registration | Required. On the VLAN—GVRP page, configure the

mode and the timers for the

port.

parameters of ports basing on actual applications.
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7.9 Private VLAN

Private VLANSs, designed to save VLAN resources of uplink devices and decrease broadcast, are
sets of VLAN pairs that share a common primary identifier. To guarantee user information security,
the ease with which to manage and account traffic for service providers, in campus network,
service providers usually require that each individual user is Layer-2 separated. VLAN feature can
solve this problem. However, as stipulated by IEEE 802.1Q protocol, a device can only support up
to 4094 VLANSs. If a service provider assigns one VLAN per user, the VLANs will be far from
enough; as a result, the number of users this service provider can support is limited.

Private VLAN adopts Layer 2 VLAN structure. A Private VLAN consists of a Primary VLAN and a
Secondary VLAN, providing a mechanism for achieving layer-2-separation between ports. For
uplink devices, all the packets received from the downstream are without VLAN tags. Uplink
devices need to identify Primary VLANs but not Secondary VLANs. Therefore, they can save
VLAN resources without considering the VLAN configuration in the lower layer. Meanwhile, the
service provider can assign each user an individual Secondary VLAN, so that users are separated
at the Layer 2 level.

Private VLAN technology is mainly used in campus or enterprise networks to achieve user
Layer-2-separation and to save VLAN resources of uplink devices.

> The Elements of a Private VLAN

Promiscuous port: A promiscuous port connects to and communicates with the uplink device.
The PVID of the promiscuous port is the same with the Primary VLAN ID. One promiscuous port

can only join to one Primary VLAN.

Host port: A host port connects to and communicates with terminal device. The PVID of the host

port is the same as the Secondary VLAN ID. One host port can only belong to one Private VLAN.

Primary VLAN: A Private VLAN has one Primary VLAN and one Secondary VLAN. Primary VLAN
is the user VLAN uplink device can identify, but it is not the actual VLAN the end user is in. Every
port in a private VLAN is a member of the primary VLAN. The primary VLAN carries unidirectional

traffic downstream from the promiscuous ports to the host ports and to other promiscuous ports.

Secondary VLAN: .Secondary VLAN is the actual VLAN the end user is in. Secondary VLANSs are
associated with a primary VLAN, and are used to carry traffic from hosts to uplink devices. There

are two types of secondary VLANS:

o Isolated VLAN—Members in an isolated VLAN are isolated with each other. Each
isolated VLAN must bind to a primary VLAN.

e  Community VLAN—Members in a community VLAN can communicate with each other
directly. Each community VLAN must bind to a primary VLAN.

> Features of Private VLAN
1. A Private VLAN contains one Primary VLAN and one Secondary VLAN.
2. AVLAN cannot be set as the Primary VLAN and Secondary VLAN simultaneously.

3. A Secondary VLAN can only join one private VLAN.
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4. A Primary VLAN can be associated with multi-Secondary VLANs to create multi-Private
VLANSs.

» Private VLAN Implementation

To hide Secondary VLANs from uplink devices and save VLAN resources, Private VLAN

containing one Primary VLAN and one Secondary VLAN requires the following characteristics:

e Packets from different Secondary VLANs can be forwarded to the uplink device via

promiscuous port and carry no corresponding Secondary VLAN information.

e Packets from Primary VLANSs can be sent to end users via host port and carry no Primary
VLAN information.

Private VLAN functions are implemented on the PVLAN Config and Port Config pages.
7.9.1 PVLAN Config

On this page, you can create Private VLAN and view the information of the current defined Private
VLANsS.

Choose the menu VLAN—Private VLAN—PVLAN Config to load the following page.

Create Private VLAM

Primary VLAM: [2-4094)
Secondary YLAN: (Format:2 4-58)
Secondary VLAMN Type: Community w

Search Option

Search Option: All W

Frivate VLAMN Table
Select Primary VLAM Secondary VLAN YLAM Type Port
Ho entry in the table.

| an | [ Delete | [ Help |

Total Private VLARN:O

Hote:
It's recommended to create less than 10 Private VLAMNS at a time.

Figure 7-17 Create Private VLAN
The following entries are displayed on this screen:

» Create Private VLAN
Primary VLAN: Enter the ID number of the Primary VLAN.
Secondary VLAN: Enter the ID number of the Secondary VLAN.
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> Search Option

Search Option: Select a Search Option from the pull-down list and click the Search
button to find your desired entry in Private VLAN.

o All: Enter the Primary VLAN ID number or Secondary VLAN ID
of the desired Private VLAN.

o Primary VLAN ID: Enter the Primary VLAN ID number of the
desired Private VLAN.

o Secondary VLAN ID: Enter the Secondary VLAN ID number of
the desired Private VLAN.

> Private VLAN Table

Select: Select the entry to delete. It is multi-optional.
Primary VLAN: Displays the Primary VLAN ID number of the Private VLAN.
Secondary VLAN: Displays the Secondary VLAN ID number of the Private VLAN.

Port: Displays the Port number of the Private VLAN.

7.9.2 Port Config

The Private VLAN provides two Port Types for the ports, Promiscuous and Host. Usually, the
Promiscuous port is used to connect to uplink devices while the Host port is used to connect to the

terminal hosts, such as PC and Server.
Choose the menu VLAN—Private VLAN—Port Config to load the following page.
Paort Config

FPort selected: confirm | (Format:1/001)

Port Type: Fromiscuous » Apply
Primary VLAN: (2-4094)

Secondary VLAMN: (2-4094)

UNIT: 1
2T e e A4 e 2022241
BN KRN I KR KGN REYREY EpAIREY ESR EEY

EUnselemed FPort{s) ESelemed FPort{s) ENntAﬁxailable for Selection

Private VLAN Port Table
UNIT: 1
Port 1D Port Type Qperation
Ho entry in the table.

Figure 7-18 Create and View Protocol Template

95



The following entries are displayed on this screen:

> Port Config

Port selected: Select the desired port for configuration. You can input one or select
from the port table down the blank.

Port Type: Select the Port Type from the pull-down list for the port.
Primary VLAN: Specify the Primary VLAN the port belongs to.
Secondary VLAN: Specify the Secondary VLAN the port belongs to.

UNIT: Select the unit ID of the desired member in the stack.

> Private VLAN Port Table

UNIT: Select the unit ID of the desired member in the stack.
Port ID: Displays the port number.

Port Type: Displays the corresponding Port Type.

Note:

1. AHost Port can only join to one Private VLAN.
2. A Promiscuous Port can only join to one Primary VLAN.

3. If you want to add a Promiscuous port to different Private VLANs with the same Primary VLAN,
you need to add the Promiscuous port to any one of these Private VLANSs.

Configuration Procedure:

Step | Operation Description

1 Create Private VLAN. Required. On the VLAN—Private VLAN—PVLAN Config
page, enter the Primary VLAN and Secondary VLAN, select
one type of secondary VLAN and then click the Create
button.

2 Add ports to Private VLAN Required. On the VLAN—Private VLAN—Port Config
page, select the desired ports and configure the port types
and click the Apply button.

3 Delete VLAN. Optional. On the VLAN—Private VLAN—PVLAN Config
page, select the desired entry to delete the corresponding
VLAN by clicking the Delete button.

7.10 Application Example for Private VLAN

> Network Requirements

e Switch C is connecting to switch A, switch A is connecting to switch B;
e Switch Ais connecting to VLAN4 and VLANS;

e Switch B is connecting to VLAN5 and VLANS;

e For switch C, packets from switch A and switch B have no VLAN tags. Switch C needs not to
consider the VLANSs of switch A and switch B;
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> Network Diagram
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» Configuration Procedure
e Configure Switch C
Step | Operation Description
1 Create VLANG Required. On VLAN—802.1Q VLAN—VLAN Config page, create a

VLAN with its VLAN ID as 6, owning Port 1/0/1.

e Configure switch A

Step | Operation Description

1 Create Private | Required. On the VLAN—Private VLAN—PVLAN Config page,
VLANS. Enter the Primary VLAN 6 and Secondary VLAN 4-5, select one type

of secondary VLAN and then click the Create button.

2 Add Required. On the VLAN—Private VLAN—Port Config page,
Promiscuous configure the port type of Port 1/0/2 and Port 1/0/4 as Promiscuous,
port to Private | enter Primary VLAN 6 and Secondary VLAN 4, and click the Apply
VLANs button.

3 Add Host port to | Required. On the VLAN—Private VLAN—Port Config page,

Private VLANs

configure the port type of Port 1/0/10 as Host, enter Primary VLAN 6
and Secondary VLAN 4, and click the Apply button. Configure the
port type of Port 1/0/11 as Host, enter Primary VLAN 6 and
Secondary VLAN 5, and click the Apply button
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e Configure switch B

Step | Operation Description

1 Create Private | Required. On the VLAN—Private VLAN—PVLAN Config page,
VLANS. enter the Primary VLAN 6 and Secondary VLAN 5 and 8, select one

type of secondary VLAN and then click the Create button.

2 Add Required. On the VLAN—Private VLAN—Port Config page,
Promiscuous configure the port type of Port 1/0/3 as Promiscuous, enter Primary
port to Private | VLAN 6 and Secondary VLAN 5, and click the Apply button.

VLANs
3 Add Host port to | Required. On the VLAN—Private VLAN—Port Config page,

Private VLANs

configure the port type of 1/0/12 as Host, enter Primary VLAN 6 and
Secondary VLAN 5, and click the Apply button. Configure the port
type of Port 1/0/13 as Host, enter Primary VLAN 6 and Secondary
VLAN 8, and click the Apply button

Return to CONTENTS
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Chapter 8 Spanning Tree

STP (Spanning Tree Protocol), subject to IEEE 802.1D standard, is to disbranch a ring network in
the Data Link layer in a local network. Devices running STP discover loops in the network and block
ports by exchanging information, in that way, a ring network can be disbranched to form a
tree-topological ring-free network to prevent packets from being duplicated and forwarded endlessly
in the network.

BPDU (Bridge Protocol Data Unit) is the protocol data that STP and RSTP use. Enough
information is carried in BPDU to ensure the spanning tree generation. STP is to determine the
topology of the network via transferring BPDUs between devices.

To implement spanning tree function, the switches in the network transfer BPDUs between each
other to exchange information and all the switches supporting STP receive and process the
received BPDUs. BPDUs carry the information that is needed for switches to figure out the
spanning tree.

» STP Elements

Bridge ID(Bridge Identifier): Indicates the value of the priority and MAC address of the bridge.
Bridge ID can be configured and the switch with the lower bridge ID has the higher priority.

Root Bridge: Indicates the switch has the lowest bridge ID. Configure the switch with the best
performance in the ring network as the root bridge to ensure best network performance and
reliability.

Designated Bridge: Indicates the switch has the lowest path cost from the switch to the root
bridge in each network segment. BPDUs are forwarded to the network segment through the
designated bridge. The switch with the lowest bridge ID will be chosen as the designated bridge.

Root Path Cost: Indicates the sum of the path cost of the root port and the path cost of all the
switches that packets pass through. The root path cost of the root bridge is 0.

Bridge Priority: The bridge priority can be set to a value in the range of 0~61440. The lower value
priority has the higher priority. The switch with the higher priority has more chance to be chosen as
the root bridge.

Root Port: Indicates the port that has the lowest path cost from this bridge to the Root Bridge and
forwards packets to the root.

Designated Port: Indicates the port that forwards packets to a downstream network segment or
switch.

Port Priority: The port priority can be set to an integral multiple of 16 in the range of 0~240. The
lower value priority has the higher priority. The port with the higher priority has more chance to be
chosen as the root port.

Path Cost: Indicates the parameter for choosing the link path by STP. By calculating the path cost,
STP chooses the better links and blocks the redundant links so as to disbranch the ring-network to
form a tree-topological ring-free network.

The following network diagram shows the sketch map of spanning tree. Switch A, B and C are
connected together in order. After STP generation, switch A is chosen as root bridge, the path from
port 2 to port 6 is blocked.

e Bridge: Switch A is the root bridge in the whole network; switch B is the designated bridge of
switch C.
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e Port: Port 3 is the root port of switch B and port 5 is the root port of switch C; port 1 and 2 are
the designated ports of switch A and port 4 is the designated port of switch B; port 6 is the
blocked port of switch C.

Switch A

Switch B Switch C

Figure 8-1 Basic STP diagram
» STP Timers
Hello Time:

Hello Time ranges from 1 to 10 seconds. It specifies the interval to send BPDU packets. It is used
to test the links.

Max Age:

Max. Age ranges from 6 to 40 seconds. It specifies the maximum time the switch can wait without
receiving a BPDU before attempting to reconfigure.

Forward Delay:

Forward Delay ranges from 4 to 30 seconds. It specifies the time for the port to transit its state
after the network topology is changed.

When the STP regeneration caused by network malfunction occurs, the STP structure will get
some corresponding change. However, as the new configuration BPDUs cannot be spread in the
whole network at once, the temporal loop will occur if the port transits its state immediately.
Therefore, STP adopts a state transit mechanism, that is, the new root port and the designated
port begins to forward data after twice forward delay, which ensures the new configuration BPDUs
are spread in the whole network.

> BPDU Comparing Principle in STP mode
Assuming two BPDUs: BPDU X and BPDU Y
If the root bridge ID of X is smaller than that of Y, X is superior to Y.

If the root bridge ID of X equals that of Y, but the root path cost of X is smaller than that of Y, X is
superior to Y.

If the root bridge ID and the root path cost of X equal those of Y, but the bridge ID of X is smaller
than that of Y, X is superior to Y.

If the root bridge ID, the root path cost and bridge ID of X equal those of Y, but the port ID of X is
smaller than that of Y, X is superior to Y.

> STP Generation
¢ In the beginning

In the beginning, each switch regards itself as the root, and generates a configuration BPDU for
each port on it as a root, with the root path cost being 0, the ID of the designated bridge being that
of the switch, and the designated port being itself.
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e Comparing BPDUs

Each switch sends out configuration BPDUs and receives a configuration BPDU on one of its ports
from another switch. The following table shows the comparing operations.

Step |Operation

1 If the priority of the BPDU received on the port is lower than that of the BPDU if of
the port itself, the switch discards the BPDU and does not change the BPDU of
the port.

2 If the priority of the BPDU is higher than that of the BPDU of the port itself, the

switch replaces the BPDU of the port with the received one and compares it with
those of other ports on the switch to obtain the one with the highest priority.

Table 8-1 Comparing BPDUs

e Selecting the root bridge

The root bridge is selected by BPDU comparing. The switch with the smallest root ID is chosen as
the root bridge.

e Selecting the root port and designate port
The operation is taken in the following way:

Step |Operation

1 For each switch (except the one chosen as the root bridge) in a network, the port
that receives the BPDU with the highest priority is chosen as the root port of the
switch.

2 Using the root port BPDU and the root path cost, the switch generates a
designated port BPDU for each of its ports.

. Root ID is replaced with that of the root port;

o Root path is replaced with the sum of the root path cost of the root port and
the path cost between this port and the root port;

e The ID of the designated bridge is replaced with that of the switch;
e The ID of the designated port is replaced with that of the port.

3 The switch compares the resulting BPDU with the BPDU of the desired port

whose role you want to determine.

o If the resulting BPDU takes the precedence over the BPDU of the port, the
port is chosen as the designated port and the BPDU of this port is replaced
with the resulting BPDU. The port regularly sends out the resulting BPDU,;

. If the BPDU of this port takes the precedence over the resulting BPDU, the
BPDU of this port is not replaced and the port is blocked. The port only can
receive BPDUs.

Table 8-2 Selecting root port and designated port

Tips:

In an STP with stable topology, only the root port and designated port can forward data, and the
other ports are blocked. The blocked ports only can receive BPDUs.

RSTP (Rapid Spanning Tree Protocol), evolved from the 802.1D STP standard, enable Ethernet
ports to transit their states rapidly. The premises for the port in the RSTP to transit its state rapidly
are as follows.
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e The condition for the root port to transit its port state rapidly: The old root port of the switch
stops forwarding data and the designated port of the upstream switch begins to forward
data.

e The condition for the designated port to transit its port state rapidly: The designated port is
an edge port or connecting to a point-to-point link. If the designated port is an edge port, it
can directly transit to forwarding state; if the designated port is connecting to a
point-to-point link, it can transit to forwarding state after getting response from the
downstream switch through handshake.

> RSTP Elements
Edge Port: Indicates the port connected directly to terminals.
P2P Link: Indicates the link between two switches directly connected.

MSTP (Multiple Spanning Tree Protocol), compatible with both STP and RSTP and subject to IEEE
802.1s standard, not only enables spanning trees to converge rapidly, but also enables packets of
different VLANs to be forwarded along their respective paths so as to provide redundant links
with a better load-balancing mechanism.

Features of MSTP:

e MSTP combines VLANs and spanning tree together via VLAN-to-instance mapping table. It
binds several VLANSs to an instance to save communication cost and network resources.

e MSTP divides a spanning tree network into several regions. Each region has several
internal spanning trees, which are independent of each other.

e MSTP provides a load-balancing mechanism for the packets transmission in the VLAN.
e MSTP is compatible with both STP and RSTP.
» MSTP Elements

MST Region (Multiple Spanning Tree Region): An MST Region comprises switches with the same
region configuration and VLAN-to-Instances mapping relationship.

MSTI (Multiple Spanning Tree Instance): Multiple spanning trees can be generated in an MST
region through MSTP, one spanning tree being independent of another. Each spanning tree is
referred to as a multiple spanning tree instance.

IST (Internal Spanning Tree): An IST is a spanning tree in an MST.

CST (Common Spanning Tree): A CST is the spanning tree in a switched network that connects all
MST regions in the network.

CIST (Common and Internal Spanning Tree): A CIST, comprising IST and CST, is the spanning
tree in a switched network that connects all switches in the network.

102



The following figure shows the network diagram in MSTP.

>

4 I

Figure 8-2 Basic MSTP diagram
MSTP

MSTP divides a network into several MST regions. The CST is generated between these MST
regions, and multiple spanning trees can be generated in each MST region. Each spanning trees
is called an instance. As well as STP, MSTP uses BPDUs to generate spanning tree. The only
difference is that the BPDU for MSTP carries the MSTP configuration information on the switches.

Port States

In an MSTP, ports can be in the following four states:

>

Forwarding: In this status the port can receive/forward data, receive/send BPDU packets as
well as learn MAC address.

Learning: In this status the port can receive/send BPDU packets and learn MAC address.
Blocking: In this status the port can only receive BPDU packets.
Disconnected: In this status the port is not participating in the STP.

Port Roles

In an MSTP, the following roles exist:

Root Port: Indicates the port that has the lowest path cost from this bridge to the Root Bridge
and forwards packets to the root.

Designated Port: Indicates the port that forwards packets to a downstream network segment
or switch.

Master Port: Indicates the port that connects a MST region to the common root. The path from
the master port to the common root is the shortest path between this MST region and the
common root.

Alternate Port: Indicates the port that can be a backup port of a root or master port.
Backup Port: Indicates the port that is the backup port of a designated port.
Disabled: Indicates the port that is not participating in the STP.
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The following diagram shows the different port roles.

Connect to the root bridge

Port 1
Region edge port: port1, 2
Master port: port 1
Alternate port: port 2
Designated port: port 3, 5
Backup port; port 6

MST Region

Switch B

Port 6

Figure 8-3 Port roles

The Spanning Tree module is mainly for spanning tree configuration of the switch, including four
submenus: STP Config, Port Config, MSTP Instance and STP Security.

8.1 STP Config

The STP Config function, for global configuration of spanning trees on the switch, can be
implemented on STP Config and STP Summary pages.

8.1.1 STP Config

Before configuring spanning trees, you should make clear the roles each switch plays in each
spanning tree instance. Only one switch can be the root bridge in each spanning tree instance. On
this page you can globally configure the spanning tree function and related parameters.

Choose the menu Spanning Tree—STP Config—STP Config to load the following page.

Global Config
Spanning-Tree: O Enable & Disable
Apply
Mode : STF b
FParameters Config
CIST Priority 32768 (0-61440, in increments of 4096)
Hella Time : 2 sec(1-10)

Max Age : 20 sec (G-40)
Apply

Forward Delay: |15 sec (4-30)
Help

TxHoldCount : 5 pps (1-20)
Max Hops 20 hop (1-40)

Figure 8-4 STP Config
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The following entries are displayed on this screen:

>

Global Config
Spanning Tree: Select Enable/Disable STP function globally on the switch.
Mode: Select the desired STP version on the switch.

e STP: Spanning Tree Protocol.
e RSTP: Rapid Spanning Tree Protocol.
e MSTP: Multiple Spanning Tree Protocol.

Parameters Config

CIST Priority: Enter a value from 0 to 61440 to specify the priority of the switch for
comparison in the CIST. CIST priority is an important criterion on
determining the root bridge. In the same condition, the switch with the
highest priority will be chosen as the root bridge. The lower value has
the higher priority. The default value is 32768 and should be exact
divisor of 4096.

Hello Time Enter a value from 1 to 10 in seconds to specify the interval to send
BPDU packets. It is used to test the links. 2*(Hello Time + 1) < Max
Age. The default value is 2 seconds.

Max Age: Enter a value from 6 to 40 in seconds to specify the maximum time the
switch can wait without receiving a BPDU before attempting to
reconfigure. The default value is 20 seconds.

Forward Delay: Enter a value from 4 to 30 in seconds to specify the time for the port to
transit its state after the network topology is changed. 2*(Forward
Delay-1) = Max Age. The default value is 15 seconds.

TxHoldCount: Enter a value from 1 to 20 to set the maximum number of BPDU
packets transmitted per Hello Time interval. The default value is 5pps.

Max Hops: Enter a value from 1 to 40 to set the maximum number of hops that
occur in a specific region before the BPDU is discarded. The default
value is 20 hops.

Note:

The forward delay parameter and the network diameter are correlated. A too small forward
delay parameter may result in temporary loops. A too large forward delay may cause a
network unable to resume the normal state in time. The default value is recommended.

An adequate hello time parameter can enable the switch to discover the link failures occurred
in the network without occupying too much network resources. A too large hello time
parameter may result in normal links being regarded as invalid when packets drop occurred in
the links, which in turn result in spanning tree being regenerated. A too small hello time
parameter may result in duplicated configuration being sent frequently, which increases the
network load of the switches and wastes network resources. The default value is
recommended.

A too small max age parameter may result in the switches regenerating spanning trees
frequently and cause network congestions to be falsely regarded as link problems. A too large
max age parameter result in the switches unable to find the link problems in time, which in

105



turn handicaps spanning trees being regenerated in time and makes the network less
adaptive. The default value is recommended.

4. If the TxHold Count parameter is too large, the number of MSTP packets being sent in each
hello time may be increased with occupying too much network resources. The default value is
recommended.

8.1.2 STP Summary

On this page you can view the related parameters for Spanning Tree function.

Choose the menu Spanning Tree—STP Config—STP Summary to load the following page.

STF Summary
STF Status:
STF Version:
Local Bridoe:
Faoot Bridge:
External Path Cost:
Region Root:
Internal Path Cost:
Designated Bridge:
Root Port:
Latest TC Time:
TC Count:

MSTF Instance Surmmany
Instance 1D
Instance Status:
Local Bridge:
Fegion Root;
Internal Path Cost:
Designated Bridoe:
Root Port:

Latest TS Time:
TC Count:

Disable

MSTP
32768---00-02-03-c0-8a-d3
32768---00-02-03-c0-8a-d3
1]
32768---00-02-03-c0-95-d3
1]
32768---00-02-03-c0-95-d3
2006-01-01 10:43:30

1

1
Dizable
32768---00-02-03-c0-9a-d3
32763---00-02-03-c0-9a-d3
0
327T63---00-02-03-c0-9a-d3
2006-01-01 10:44:41
1

8.2 Port Config

Figure 8-5 STP Summary

On this page you can configure the parameters of the ports for CIST.
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Choose the menu Spanning Tree—Port Config to load the following page.

Port Config
UNIT: 1

Select Port Status
[F] -
O 1N Disable
O 11012 Disable
O 11013 Disable
O /014 Disable
O 1/0/5 Disable
| Disable
0O i Disable
O o Disable
O 11019 Disable
O 1010 Disable
O 110111 Disable
O 1/0H12 Disable
[l 1/0M13 Disable
O 11014 Disable
[ 1/0M5 Disable

Friority

128
128
128
128
128
128
128
128
128
128
128
128
128
128
128

Ext-Path Cost Int-Path Caost Edge Port F2P Link MCheck Fort Mode Port Role Fort Status LAG
hd w w
Auto Auto Disable Auto — — — — —_ A~
Auto Auto Disable Auto — — — — —
Auto Auto Disable Auto — — — — —
Auto Auto Disable Auto — — — — —
Auto Auto Disable Auto — — — — —
Auto Auto Disable Auto — — — — —
Auto Auto Disable Auto — — — — —
Auto Auto Disable Auto — — — — —
Auto Auto Disable Auto — — — — —
Auto Auto Disable Auto — — — — —
Auto Auto Disable Auto — — — — —
Auto Auto Disable Auto — — — — —
Auto Auto Disable Auto — — — — —
Auto Auto Disable Auto — — — — —
Auto Auto Disable Auto — — — — —_
[ an ] [ Aoy | [Remesh] [ Hen |

Note :

Ifthe Path Cost of a portis setto O, it will alter automatically according to the port's link speed.

Figure 8-6 Port Config

The following entries are displayed on this screen:

>

Port Config
UNIT:
Select:
Port:
Status:
Priority:

Ext-Path Cost:

Int-Path Cost:

Edge Port:

P2P Link:

MCheck:

Port Mode:

Select the unit ID of the desired member in the stack.

Select the desired port for STP configuration. It is multi-optional.
Displays the port number of the switch.

Select Enable /Disable STP function for the desired port.

Enter a value from 0 to 240 divisible by 16. Port priority is an important
criterion on determining if the port connected to this port will be chosen
as the root port. The lower value has the higher priority.

ExtPath Cost is used to choose the path and calculate the path costs
of ports in different MST regions. It is an important criterion on
determining the root port. The lower value has the higher priority.

IntPath Cost is used to choose the path and calculate the path costs of
ports in an MST region. It is an important criterion on determining the
root port. The lower value has the higher priority.

Select Enable/Disable Edge Port. The edge port can transit its state
from blocking to forwarding rapidly without waiting for forward delay.

Select the P2P link status. If the two ports in the P2P link are root port
or designated port, they can transit their states to forwarding rapidly to
reduce the unnecessary forward delay.

Select Enable to perform MCheck operation on the port. Unchange
means no MCheck operation.

Display the spanning tree mode of the port.
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Port Role: Displays the role of the port played in the STP Instance.

Root Port: Indicates the port that has the lowest path cost from
this bridge to the Root Bridge and forwards packets to the root.

Designated Port: Indicates the port that forwards packets to a
downstream network segment or switch.

Master Port: Indicates the port that connects a MST region to the
common root. The path from the master port to the common root
is the shortest path between this MST region and the common
root.

Alternate Port: Indicates the port that can be a backup port of a
root or master port.

Backup Port: Indicates the port that is the backup port of a
designated port.

Disabled: Indicates the port that is not participating in the STP.

Port Status: Displays the working status of the port.

Forwarding: In this status the port can receive/forward data,
receive/send BPDU packets as well as learn MAC address.

Learning: In this status the port can receive/send BPDU packets
and learn MAC address.

Blocking: In this status the port can only receive BPDU packets.

Disconnected: In this status the port is not participating in the
STP.

LAG: Displays the LAG number which the port belongs to.

Note:

1. Configure the ports connected directly to terminals as edge ports and enable the BPDU
protection function as well. This not only enables these ports to transit to forwarding state
rapidly but also secures your network.

2. All the links of ports in a LAG can be configured as point-to-point links.

3. When the link of a port is configured as a point-to-point link, the spanning tree instances
owning this port are configured as point-to-point links. If the physical link of a port is not a
point-to-point link and you forcibly configure the link as a point-to-point link, temporary loops

may be incurred.

8.3 MSTP Instance

MSTP combines VLANs and spanning tree together via VLAN-to-instance mapping table
(VLAN-to-spanning-tree mapping). By adding MSTP instances, it binds several VLANs to an
instance to realize the load balance based on instances.

Only when the switches have the same MST region name, MST region revision and
VLAN-to-Instance mapping table, the switches can be regarded as in the same MST region.

The MSTP Instance function can be implemented on Region Config, Instance Config and

Instance Port Config pages.

8.3.1 Region Config

On this page you can configure the name and revision of the MST region.
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Choose the menu Spanning Tree—MSTP Instance—Region Config to load the following page.

Region Config

Region Mame: 00-00-54-28-c0-649
Apply
Revision: 0 (0-65534)

Figure 8-7 Region Config
The following entries are displayed on this screen:
> Region Config

Region Name: Create a name for MST region identification using up to 32 characters.

Revision: Enter the revision from 0 to 65535 for MST region identification.

8.3.2 Instance Config

Instance Configuration, a property of MST region, is used to describe the VLAN to Instance
mapping configuration. You can assign VLAN to different instances appropriate to your needs.
Every instance is a VLAN group independent of other instances and CIST.

Choose the menu Spanning Tree—~MSTP Instance—Instance Config to load the following page.

YLAN-Instance Mapping

Instance 1D : (0-8, 0 stand for CIST) Add

VLAN 1D ; (1-4094, format: 1,3,4-7,11-30)

Instance Caonfig

Select Instance ID  Status Priority WLAMN 1D

]

CIST  Disable 32768 1-4004, Show All | Clear Al
i 1 Disable 22768 Show Al | Clear Al
O 2 Disable 232768 Show All | Clear Al
i 3 Disahle 32768 Show All | Clear Al
F 4 Disable 22768 Show All | Clear Al
[l 5 Dizahle 32768 Show All | Clear Al
F & Disable 22768 Show Al | Clear Al
O 7 Disable 32768 Show All | Clear Al
| 3 Disable 32768 Show All | Clear Al

[ Apply ] [ Help ]

Note .
Instance(except CIST) will be automatically enabled when VLAMN 1D is mapped to it.

Figure 8-8 Instance Config
The following entries are displayed on this screen:

> VLAN-Instance Mapping

Instance ID: Enter the corresponding instance ID.
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VLAN ID:

» Instance Config

Select:
Instance ID:
Status:
Priority:

VLAN ID:

Show All:

Clear All:

Note:

Enter the desired VLAN ID. Click 'Add' button, the new VLAN ID will be
added to the corresponding instance ID and the previous VLAN ID
won't be replaced. Click 'Delete' button, the VLAN ID will be delete
from the corresponding instance ID.

Select the desired Instance ID for configuration. It is multi-optional.
Displays Instance ID of the switch.
Displays status of the instance.

Enter the priority of the switch in the instance. It is an important
criterion on determining if the switch will be chosen as the root bridge
in the specific instance.

Enter the VLAN ID which belongs to the corresponding instance ID.
After modification here, the previous VLAN ID will be cleared and
mapped to the CIST.

Click the Show All button to show all VLAN IDs mapped to the
instance ID.

Click the Clear All button to clear up all VLAN IDs from the instance
ID. The cleared VLAN ID will be automatically mapped to the CIST.

In a network with both GVRP and MSTP enabled, GVRP packets are forwarded along the CIST. If
you want to announce a specific VLAN through GVRP, please be sure to map the VLAN to the
CIST when configuring the MSTP VLAN-instance mapping table. For detailed introduction of
GVRP, please refer to GVRP function page.

8.3.3 Instance Port Config

A port can play different roles in different spanning tree instance. On this page you can configure
the parameters of the ports in different instances as well as view status of the ports in the specified

instance.
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Choose the menu Spanning Tree—MSTP Instance—Instance Port Config to load the following
page.

Instance |0 Select

Instance 1D : 1 W

Instance Port Config

UNIT: |1
Select  Port Priority Path Cost Port Role FPort Status LAG
A
O oM 128 Auto — — — »
O 1o 128 Auto — — —
O o3 128 Auto — — —
O oM 128 Auto — — —
O 1o 128 Auto — — —
O 1ok 128 Auto — — —
O o 128 Auto — — —
O e 128 Auto — — —
O 1o 128 Auto — — —
O 100 128 Auto — — —
O 1o 128 Auto — — —
O 102 128 Auto — — —
O 103 128 Auto — — —
O 1on4 128 Auto — — —
] 105 128 Auto — — — w
| an | | Apply | |Refresh| | Help |
Hote :

[fthe Path Cost of a portis setto O, it will alter automatically according to the port's link speed.

Figure 8-9 Instance Port Config
The following entries are displayed on this screen:
> Instance ID Select
Instance ID: Select the desired instance ID for its port configuration.

> Instance Port Config

UNIT: Select the unit ID of the desired member in the stack.

Select: Select the desired port to specify its priority and path cost. It is
multi-optional.

Port: Displays the port number of the switch.

Priority: Enter the priority of the port in the instance. It is an important criterion
on determining if the port connected to this port will be chosen as the
root port.
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Path Cost: Path Cost is used to choose the path and calculate the path costs of
ports in an MST region. It is an important criterion on determining the
root port. The lower value has the higher priority.

Port Role: Displays the role of the port played in the MSTP Instance.

Port Status: Displays the working status of the port.

LAG: Displays the LAG number which the port belongs to.

Note:

The port status of one port in different spanning tree instances can be different.

Global configuration Procedure for Spanning Tree function:

Step | Operation Description
1 Make clear roles the switches | Preparation.
play in  spanning tree
instances: root bridge or
designated bridge
2 Globally configure MSTP | Required. Enable Spanning Tree function on the switch
parameters and configure MSTP parameters on Spanning

Tree—STP Config—STP Config page.

3 Configure MSTP parameters

Required. Configure MSTP parameters for ports on

for ports Spanning Tree—Port Config—Port Config page.
4 Configure the MST region Required. Create MST region and configure the role the
switch plays in the MST region on Spanning
Tree—MSTP Instance—Region Config and Instance
Config page.
5 Configure MSTP parameters | Optional. Configure different instances in the MST region

for instance ports

and configure MSTP parameters for instance ports on
Spanning Tree—~MSTP Instance—lInstance Port

Config page.

8.4 STP Security

Configuring protection function for devices can prevent devices from any malicious attack against
STP features. The STP Security function can be implemented on Port Protect and TC Protect
pages.

Port Protect function is to prevent the devices from any malicious attack against STP features.

8.4.1 Port Protect

On this page you can configure loop protect feature, root protect feature, TC protect feature,
BPDU protect feature and BPDU filter feature for ports. You are suggested to enable
corresponding protection feature for the qualified ports.

» Loop Protect

In a stable network, a switch maintains the states of ports by receiving and processing BPDU
packets from the upstream switch. However, when link congestions or link failures occurred to the
network, a downstream switch does not receive BPDU packets for certain period, which results in
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spanning trees being regenerated and roles of ports being reselected, and causes the blocked
ports to transit to forwarding state. Therefore, loops may be incurred in the network.

The loop protect function can suppresses loops. With this function enabled, a port, regardless of
the role it plays in instances, is always set to blocking state, when the port does not receive BPDU
packets from the upstream switch and spanning trees are regenerated, and thereby loops can be
prevented.

> Root Protect

A CIST and its secondary root bridges are usually located in the high-bandwidth core region.
Wrong configuration or malicious attacks may result in configuration BPDU packets with higher
priorities being received by the legal root bridge, which causes the current legal root bridge to lose
its position and network topology jitter to occur. In this case, flows that should travel along
high-speed links may lead to low-speed links, and network congestion may occur.

To avoid this, MSTP provides root protect function. Ports with this function enabled can only be set
as designated ports in all spanning tree instances. When a port of this type receives BDPU
packets with higher priority, it transits its state to blocking state and stops forwarding packets (as if
it is disconnected from the link). The port resumes the normal state if it does not receive any
configuration BPDU packets with higher priorities for 60 seconds.

» TC Protect

A switch removes MAC address entries upon receiving TC-BPDU packets. If a user maliciously
sends a large amount of TC-BPDU packets to a switch in a short period, the switch will be busy
with removing MAC address entries, which may decrease the performance and stability of the
network.

To prevent the switch from frequently removing MAC address entries, you can enable the TC
protect function on the switch. With TC protect function enabled, if the account number of the
received TC-BPDUs exceeds the maximum number you set in the TC threshold field, the switch
will not performs the removing operation in the TC protect cycle. Such a mechanism prevents the
switch from frequently removing MAC address entries.

> BPDU Protect

Ports of the switch directly connected to PCs or servers are configured as edge ports to rapidly
transit their states. When these ports receive BPDUs, the system automatically configures these
ports as non-edge ports and regenerates spanning trees, which may cause network topology jitter.
Normally these ports do not receive BPDUSs, but if a user maliciously attacks the switch by sending
BPDUs, network topology jitter occurs.

To prevent this attack, MSTP provides BPDU protect function. With this function enabled on the
switch, the switch shuts down the edge ports’ MTSP function and sets their status as blocking if
they receive BPDU packets. These edge ports will restore to their previous status if they do not
receive BPDU packets for 60 seconds.

> BPDU Filter

BPDU filter function is to prevent BPDUs flood in the STP network. If a switch receives malicious
BPDUs, it forwards these BPDUs to the other switched in the network, which may result in
spanning trees being continuously regenerated. In this case, the switch occupying too much CPU
or the protocol status of BPDUs is wrong.

With BPDU filter function enabled, a port does not receive or forward BPDUs, but it sends out its
own BPDUs. Such a mechanism prevents the switch from being attacked by BPDUs so as to
guarantee generation the spanning trees correct.
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Choose the menu Spanning Tree—STP Security—Port Protect to load the following page.

Port Protect
UNIT: 1
Select  Port Loop Protect  Root Protect TC Protect  BPDU Protect  BPDLU Filter LAG
d L v w w w
] 1101 Disable Disable Disable Disable Disable - »
. 10012 Disable Disable Dizable Dizable Dizable —
¥ 10013 Disable Disable Dizable Dizable Dizable —
] 1/0/4 Disable Disable Disable Disable Disable ---
] 105 Disable Disable Disable Disable Disable -
] 110/6 Disable Disable Disable Disable Disable -
] 107 Disable Disable Disable Disable Disable -
] 11018 Disable Disable Disable Disable Disable -
. 1/0/9 Disable Disable Dizable Dizable Dizable —
] 1010 Disable Disable Disable Disable Disable ---
] 11011 Disable Disable Disable Disable Disable ---
] 102 Disable Disable Disable Disable Disable -
] 1013 Disable Disable Disable Disable Disable -
] 1014 Disable Disable Disable Disable Disable -
] 11015 Disable Disable Disable Disable Disable - “
[ A ] [ appty | [ Help |

Figure 8-10 Port Protect

The following entries are displayed on this screen:

>

Port Protect
UNIT:

Select:

Port:
Loop Protect:

Root Protect:

TC Protect:

BPDU Protect:

BPDU Filter:
LAG:

Select the unit ID of the desired member in the stack.

Select the desired port for port protect configuration. It is
multi-optional.

Displays the port number of the switch.

Loop Protect is to prevent the loops in the network brought by
recalculating STP because of link failures and network congestions.

Root Protect is to prevent wrong network topology change caused by
the role change of the current legal root bridge.

TC Protect is to prevent the decrease of the performance and stability
of the switch brought by continuously removing MAC address entries
upon receiving TC-BPDUs in the STP network.

BPDU Protect is to prevent the edge port from being attacked by
maliciously created BPDUs

BPDU Filter is to prevent BPDUs flood in the STP network.
Displays the LAG number which the port belongs to.
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8.4.2 TC Protect

When TC Protect is enabled for the port on Port Protect page, the TC threshold and TC protect
cycle need to be configured on this page.

Choose the menu Spanning Tree—STP Security—TC Protect to load the following page.

TC Praotect

TC Threshald: 20 packet (1-1000
Apply

TC Protect Cyele: ] gec (1-10)
Help

Figure 8-11 TC Protect
The following entries are displayed on this screen:

» TC Protect

TC Threshold: Enter a number from 1 to 100. It is the maximum number of the
TC-BPDUs received by the switch in a TC Protect Cycle. The default
value is 20.

TC Protect Cycle: Enter a value from 1 to 10 to specify the TC Protect Cycle. The default
value is 5.

8.5 Application Example for STP Function

> Network Requirements

e Switch A, B, C, D and E all support MSTP function.

e Ais the central switch.

e B and C are switches in the convergence layer. D, E and F are switches in the access layer.
e There are 6 VLANS labeled as VLAN101-VLAN106 in the network.

¢ All switches run MSTP and belong to the same MST region.

e The data in VLAN101, 103 and 105 are transmitted in the STP with B as the root bridge. The
data in VLAN102, 104 and 106 are transmitted in the STP with C as the root bridge.
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> Network Diagram

Switch A

=,

Switch B

=,

Switch C

‘

Switch D Switch E Switch F
» Configuration Procedure
e Configure switch A:
Step | Operation Description

1

Configure ports

On VLAN—802.1Q VLAN page, configure the link type
of the related ports as Trunk, and add the ports to
VLAN101-VLAN106. The detailed instructions can be
found in the section 802.1Q VLAN.

2 Enable STP function On Spanning Tree—»STP Config—STP Config page,
enable STP function and select MSTP version.
On Spanning Tree—Port Config—Port Config page,
enable MSTP function for the port.

3 | Configure the region name and | On Spanning Tree—MSTP Instance—Region Config

the revision of MST region page, configure the region as TP-LINK and keep the

default revision setting.

4 Configure VLAN-to-Instance | On Spanning Tree—MSTP Instance—Instance

mapping table of the MST region

Config page, configure VLAN-to-Instance mapping
table. Map VLAN 101, 103 and 105 to Instance 1; map
VLAN 102, 104 and 106 to Instance 2.

e Configure switch B:

Step

Operation

Description

1

Configure ports

On VLAN—802.1Q VLAN page, configure the link type
of the related ports as Trunk, and add the ports to
VLAN101-VLAN106. The detailed instructions can be
found in the section 802.1Q VLAN.
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Step

Operation

Description

2 Enable STP function On Spanning Tree—~STP Config—STP Config page,
enable STP function and select MSTP version.
On Spanning Tree—Port Config—Port Config page,
enable MSTP function for the port.
3 Configure the region name and | On Spanning Tree—MSTP Instance—Region Config
the revision of MST region page, configure the region as TP-LINK and keep the
default revision setting.
4 Configure VLAN-to-Instance | On Spanning Tree—MSTP Instance—lInstance
mapping table of the MST region | Config page, configure VLAN-to-Instance mapping
table. Map VLAN 101, 103 and 105 to Instance 1; map
VLAN 102, 104 and 106 to Instance 2.
5 | Configure switch B as the root | On Spanning Tree—MSTP Instance—Instance
bridge of Instance 1 Config page, configure the priority of Instance 1 to be 0.
6 Configure switch B as the | On Spanning Tree—MSTP Instance—lInstance

designated bridge of Instance 2

Config page, configure the priority of Instance 2 to be
4096.

e Configure switch C:

Step

Operation

Description

1

Configure ports

On VLAN—802.1Q VLAN page, configure the link type
of the related ports as Trunk, and add the ports to
VLAN101-VLAN106. The detailed instructions can be
found in the section 802.1Q VLAN.

2 Enable STP function On Spanning Tree—~STP Config—STP Config page,
enable STP function and select MSTP version.
On Spanning Tree—Port Config—Port Config page,
enable MSTP function for the port.
3 Configure the region name and | On Spanning Tree—MSTP Instance—Region Config
the revision of MST region page, configure the region as TP-LINK and keep the
default revision setting.
4 Configure VLAN-to-Instance | On Spanning Tree—MSTP Instance—Instance
mapping table of the MST region | Config page, configure VLAN-to-Instance mapping
table. Map VLAN 101, 103 and 105 to Instance 1; map
VLAN 102, 104 and 106 to Instance 2.
5 Configure switch C as the | On Spanning Tree—~MSTP Instance—lInstance
designated bridge of Instance 1 | Config page, configure the priority of Instance 1 to be
4096.
6 Configure switch C as the root | On Spanning Tree—MSTP Instance—Instance

bridge of Instance 2

Config page, configure the priority of Instance 2 to be 0.
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e Configure switch D:

Step

Operation

Description

1

Configure ports

On VLAN—802.1Q VLAN page, configure the link type
of the related ports as Trunk, and add the ports to
VLAN101-VLAN106. The detailed instructions can be
found in the section 802.1Q VLAN.

2 Enable STP function On Spanning Tree—~STP Config—STP Config page,
enable STP function and select MSTP version.
On Spanning Tree—Port Config—Port Config page,
enable MSTP function for the port.

3 | Configure the region name and | On Spanning Tree—MSTP Instance—Region Config

the revision of MST region page, configure the region as TP-LINK and keep the

default revision setting.

4 Configure VLAN-to-Instance | On Spanning Tree—MSTP Instance—lInstance

mapping table of the MST region

Config page, configure VLAN-to-Instance mapping
table. Map VLAN 101, 103 and 105 to Instance 1; map
VLAN 102, 104 and 106 to Instance 2.

e The configuration procedure for switch E and F is the same with that for switch D.

> The topology diagram of the two instances after the topology is stable

e For Instance 1 (VLAN 101, 103 and 105), the red paths in the following figure are connected
links; the gray paths are the blocked links.

Switch A

Switch D

=,

Switch C

Switch E Switch F
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A\

For Instance 2 (VLAN 102, 104 and 106), the blue paths in the following figure are connected
links; the gray paths are the blocked links.

Switch A

E\

Switch B

Switch D Switch E Switch F

Suggestion for Configuration
Enable TC Protect function for all the ports of switches.
Enable Root Protect function for all the ports of root bridges.

Enable Loop Protect function for the non-edge ports.

Enable BPDU Protect function or BPDU Filter function for the edge ports which are connected to
the PC and server.

Return to CONTENTS
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Chapter 9 Multicast

> Multicast Overview

In the network, packets are sent in three modes: unicast, broadcast and multicast. In unicast, the
source server sends separate copy information to each receiver. When a large number of users
require this information, the server must send many pieces of information with the same content to
the users. Therefore, large bandwidth will be occupied. In broadcast, the system transmits
information to all users in a network. Any user in the network can receive the information, no
matter the information is needed or not.

Point-to-multipoint multimedia business, such as video conferences and VoD (video-on-demand),
plays an important part in the information transmission field. Suppose a point to multi-point service
is required, unicast is suitable for networks with sparsely users, whereas broadcast is suitable for
networks with densely distributed users. When the number of users requiring this information is
not certain, unicast and broadcast deliver a low efficiency. Multicast solves this problem. It can
deliver a high efficiency to send data in the point to multi-point service, which can save large
bandwidth and reduce the network load. In multicast, the packets are transmitted in the following
way as shown in the following figure.

r T Multicast Source
+ ——Multicast Streams |

Router

| |

Swiitch 1 Switch 2 ﬁ

Switch 3 5 l

PC PC Receiver 1 Receiver 2

Figure 9-1 Information transmission in the multicast mode
Features of multicast:
1. The number of receivers is not certain. Usually point-to-multipoint transmission is needed;

2. Multiple users receiving the same information form a multicast group. The multicast
information sender just need to send the information to the network device once;

3. Each user can join and leave the multicast group at any time;

4. Real time is highly demanded and certain packets drop is allowed.
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» Multicast Address
1. Multicast IP Address:

As specified by IANA (Internet Assigned Numbers Authority), Class D IP addresses are used as
destination addresses of multicast packets. The multicast IP addresses range from
224.0.0.0~239.255.255.255. The following table displays the range and description of several
special multicast IP addresses.

Multicast IP address range | Description

224.0.0.0~224.0.0.255 Reserved multicast addresses for routing protocols
and other network protocols

224.0.1.0~224.0.1.255 Addresses for video conferencing

239.0.0.0~239.255.255.255 | Local management multicast addresses, which are
used in the local network only

Table 9-1 Range of the special multicast IP
2. Multicast MAC Address:

When a unicast packet is transmitted in an Ethernet network, the destination MAC address is the
MAC address of the receiver. When a multicast packet is transmitted in an Ethernet network, the
destination is not a receiver but a group with uncertain number of members, so a multicast MAC
address, a logical MAC address, is needed to be used as the destination address.

As stipulated by IANA, the high-order 24 bits of a multicast MAC address begins with 01-00-5E
while the low-order 23 bits of a multicast MAC address are the low-order 23 bits of the multicast IP
address. The mapping relationship is described as the following figure.

] 7 15 23 31
IP Address [1110 | | |

5bits The low-order 23 bits of the multicast IP are mapped
to the low-order 23 bits of the multicast MAC address

MAC Address| oocoooo1 | oooooooo | o101 [1110 [0

01 - 00 - SE

Figure 9-2 Mapping relationship between multicast IP address and multicast MAC address

The high-order 4 bits of the IP multicast address are 1110, identifying the multicast group. Only 23
bits of the remaining low-order 28 bits are mapped to a multicast MAC address. In that way, 5 bits
of the IP multicast address is not utilized. As a result, 32 IP multicast addresses are mapped to the
same MAC address.

> Multicast Address Table

The switch is forwarding multicast packets based on the multicast address table. As the
transmission of multicast packets cannot span the VLAN, the first part of the multicast address
table is VLAN ID, based on which the received multicast packets are forwarded in the VLAN
owning the receiving port. The multicast address table is not mapped to an egress port but a group
port list. When forwarding a multicast packet, the switch looks up the multicast address table
based on the destination multicast address of the multicast packet. If the corresponding entry
cannot be found in the table, the switch will broadcast the packet in the VLAN owning the receiving
port. If the corresponding entry can be found in the table, it indicates that the destination address
should be a group port list, so the switch will duplicate this multicast data and deliver each port one
copy. The general format of the multicast address table is described as Figure 9-3 below.

| VLAN ID | Multicast IP | Port |
Figure 9-3 Multicast Address Table
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> IGMP Snooping

In the network, the hosts apply to the near Router for joining (leaving) a multicast group by sending
IGMP (Internet Group Management Protocol) messages. When the up-stream device forwards
down the multicast data, the switch is responsible for sending them to the hosts. IGMP Snooping is
a multicast control mechanism, which can be used on the switch for dynamic registration of the
multicast group. The switch, running IGMP Snooping, manages and controls the multicast group via
listening to and processing the IGMP messages transmitted between the hosts and the multicast
router, thereby effectively prevents multicast groups being broadcasted in the network.

The Multicast module is mainly for multicast management configuration of the switch, including
four submenus: IGMP Snooping, Multicast IP, Multicast Filter, Packet Statistics.

9.1 IGMP Snooping

» IGMP Snooping Process

The switch, running IGMP Snooping, listens to the IGMP messages transmitted between the host
and the router, and tracks the IGMP messages and the registered port. When receiving IGMP
report message, the switch adds the port to the multicast address table; when the switch listens to
IGMP leave message from the host, the router sends the Group-Specific Query message of the
port to check if other hosts need this multicast, if yes, the router will receive IGMP report message;
if no, the router will receive no response from the hosts and the switch will remove the port from
the multicast address table. The router regularly sends IGMP query messages. After receiving the
IGMP query messages, the switch will remove the port from the multicast address table if the
switch receives no IGMP report message from the host within a period of time.

> IGMP Messages
The switch, running IGMP Snooping, processes the IGMP messages of different types as follows.
1. IGMP Query Message

IGMP query message, sent by the router, falls into two types, IGMP general query message and
IGMP group-specific-query message. The router regularly sends IGMP general message to query
if the multicast groups contain any member. When receiving IGMP leave message, the receiving
port of the router will send IGMP group-specific-query message to the multicast group and the
switch will forward IGMP group-specific-query message to check if other members in the multicast
group of the port need this multicast.

When receiving IGMP general query message, the switch will forward them to all other ports in the
VLAN owning the receiving port. The receiving port will be processed: if the receiving port is not a
router port yet, it will be added to the router port list with its router port time specified; if the
receiving port is already a router port, its router port time will be directly reset.

When receiving IGMP group-specific-query message, the switch will send the group-specific query
message to the members of the multicast group being queried.

2. IGMP Report Message

IGMP report message is sent by the host when it applies for joining a multicast group or responses
to the IGMP query message from the router.

When receiving IGMP report message, the switch will send the report message via the router port
in the VLAN as well as analyze the message to get the address of the multicast group the host
applies for joining. The receiving port will be processed: if the receiving port is a new member port,
it will be added to the multicast address table with its member port time specified; if the receiving
port is already a member port, its member port time will be directly reset.
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3. IGMP Leave Message

The host, running IGMPv1, does not send IGMP leave message when leaving a multicast group,
as a result, the switch cannot get the leave information of the host momentarily. However, after
leaving the multicast group, the host does not send IGMP report message any more, so the switch
will remove the port from the corresponding multicast address table when its member port time
times out. The host, running IGMPv2 or IGMPv3, sends IGMP leave message when leaving a
multicast group to inform the multicast router of its leaving.

When receiving IGMP leave message, the querier will forward IGMP group-specific-query
message to check if other members in the multicast group of the port need this multicast and reset
the member port time to the leave time. When the leave time times out, the switch will remove the
port from the corresponding multicast group. If no other member is in the group after the port is
removed, the switch will send IGMP leave message to the router and remove the whole multicast

group.
» IGMP Snooping Fundamentals

1. Ports

Router Port: Indicates the switch port directly connected to the multicast router.
Member Port: Indicates a switch port connected to a multicast group member.
2. Timers

Router Port Time: Within the time, if the switch does not receive IGMP query message from the
router port, it will consider this port is not a router port any more. The default value is 300 seconds.

Member Port Time: Within the time, if the switch does not receive IGMP report message from the
member port, it will consider this port is not a member port any more. The default value is 260
seconds.

Leave Time: Indicates the interval between the switch receiving a leave message from a host and
the switch removing the host from the multicast groups. The default value is 1 second.

The IGMP Snooping function can be implemented on Snooping Config, Port Config, VLAN
Config and Multicast VLAN pages.
9.1.1 Snooping Config

To configure the IGMP Snooping on the switch, please firstly configure IGMP global configuration
and related parameters on this page.

If the multicast address of the received multicast data is not in the multicast address table, the
switch will broadcast the data in the VLAN. When Unknown Multicast Discard feature is enabled,
the switch drops the received unknown multicast so as to save the bandwidth and enhance the
process efficiency of the system. Please configure this feature appropriate to your needs.
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Choose the menu Multicast—IGMP Snooping—Snooping Config to load the following page.
Global Config

IGMP Snooping: O Enable &) Disahle
Unknown Multicast & Forward O Discard

[GMP Snooping Status

Drescription Memkber
Enabled Part
Enabled YLAN
[Refresh] [ Help ]
Hote:

[GMP Snoaoping will take effect onlywhen Global Config, Port Caonfig and YLAM Config are all enahbled.

Figure 9-4 Basic Config
The following entries are displayed on this screen:

» Global Config

IGMP Snooping: Select Enable/Disable IGMP Snooping function globally on the
switch.
Unknown Multicast: Select the operation for the switch to process unknown multicast,

Forward or Discard.

» IGMP Snooping Status

Description: Displays IGMP Snooping status.

Member: Displays the member of the corresponding status.

9.1.2 Port Config

On this page you can configure the IGMP feature for ports of the switch.
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Choose the menu Multicast—IGMP Snooping—Port Config to load the following page.

Faort Config

UNIT: 1

Select Port IGMP Snooping FastLeave LAG

i w w

] 1101 Disable Disable — o

F 1002 Disable Disable —

F 1003 Disable Disable —

F 11014 Disable Disable —

Fl 1045 Disable Disable —

F 1046 Disable Disable —

F 11007 Disable Disable —

F 1008 Disable Disable —

Fl 1/0/8 Disable Disable —

F 1010 Disable Disable —

F 1011 Disable Disable —

] 102 Disable Disable —

Fl 1013 Disable Disable —

F 1014 Disable Disable —

O 100015 Disable Disahle — v
[ an | | apply | [ Hep |

Figure 9-5 Port Config
The following entries are displayed on this screen:

> Port Config

UNIT: Select the unit ID of the desired member in the stack.

Select: Select the desired port for IGMP Snooping feature configuration.
It is multi-optional.

Port: Displays the port of the switch.

IGMP Snooping: Select Enable/Disable IGMP Snooping for the desired port.

Fast Leave: Select Enable/Disable Fast Leave feature for the desired port. If

Fast Leave is enabled for a port, the switch will immediately
remove this port from the multicast group upon receiving IGMP
leave messages.

LAG: Displays the LAG number which the port belongs to.

Note:
1. Fast Leave on the port is effective only when the host supports IGMPv2 or IGMPV3.

2. When both Fast Leave feature and Unknown Multicast Discard feature are enabled, the
leaving of a user connected to a port owning multi-user will result in the other users
intermitting the multicast business.
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9.1.3 VLAN Config

Multicast groups established by IGMP Snooping are based on VLANs. On this page you can
configure different IGMP parameters for different VLANSs.

Choose the menu Multicast—IGMP Snooping—VLAN Config to load the following page.

VLAMN Config
VLAM ID: (1-4094)
Router Port Time:  |300 sec (B0-600, recommend: 300)
Member Port Time: |260 sec (G0-600, recommend: 260)
Leave Time: 1 sec (1-30, recommend: 1)
Router Ports:
UNIT: 1
(2 e (6] (321 (44 (78 [8] 2] [221 (24] [28]
L2 a7 o] [l 3] s ] (9] [21] (23] 28]
EUnseleded Port(s) ESeleded Port(s) ENotAvaiIabIeforSelel:tion
Vlan Table
Select VLAN ID mEiE | [Temier | e Static Router Ports Dynamic Router Ports Qperation

Port Time PortTime Time

Ho entry in the table.

[ a1 | [peee ] [ Hep |

Hote:

The settings here will be invalid when multicast VLAN is enabled.

Figure 9-6 VLAN Config

The following entries are displayed on this screen:

» VLAN Config

VLAN ID: Enter the VLAN ID to enable IGMP Snooping for the desired
VLAN.

Router Port Time: Specify the aging time of the router port. Within this time, if the
switch doesn’t receive IGMP query message from the router port,
it will consider this port is not a router port any more.

Member Port Time: Specify the aging time of the member port. Within this time, if the
switch doesn’t receive IGMP report message from the member
port, it will consider this port is not a member port any more.

Leave Time: Specify the interval between the switch receiving a leave
message from a host and the switch removing the host from the
multicast groups.

Router Ports: Enter the static router port which is mainly used in the network
with stable topology.

UNIT: Select the unit ID of the desired member in the stack.

> VLAN Table
Select: Select the desired VLAN ID for configuration. It is multi-optional.
VLAN ID: Displays the VLAN ID.
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Router Port Time: Displays the router port time of the VLAN.

Member Port Time: Displays the member port time of the VLAN.
Leave Time: Displays the leave time of the VLAN.
Static Router Ports: Displays the static router ports of the VLAN.

Dynamic Router Displays the dynamic router ports of the VLAN.
Ports:

Note:

The settings here will be invalid when multicast VLAN is enabled

Configuration procedure:

Step | Operation Description

1 Enable IGMP Snooping | Required. Enable IGMP Snooping globally on the switch
function and for the port on Multicast—>IGMP
Snooping—Snooping Config and Port Config page.

2 Configure the multicast | Optional. Configure the multicast parameters for VLANs on
parameters for VLANs Multicast—IGMP Snooping—VLAN Config page.

If a VLAN has no multicast parameters configuration, it
indicates the IGMP Snooping is not enabled in the VLAN,
thus the multicast data in the VLAN will be broadcasted.

9.1.4 Multicast VLAN

In old multicast transmission mode, when users in different VLANs apply for join the same
multicast group, the multicast router will duplicate this multicast information and deliver each
VLAN owning a receiver one copy. This mode wastes a lot of bandwidth.

The problem above can be solved by configuring a multicast VLAN. By adding switch ports to the
multicast VLAN and enabling IGMP Snooping, you can make users in different VLANs share the
same multicast VLAN. This saves the bandwidth since multicast streams are transmitted only
within the multicast VLAN and also guarantees security because the multicast VLAN is isolated
from user VLANS.

Before configuring a multicast VLAN, you should firstly configure a VLAN as multicast VLAN and
add the corresponding ports to the VLAN on the 802.1Q VLAN page. If the multicast VLAN is
enabled, the multicast configuration for other VLANs on the VLAN Config page will be invalid, that
is, the multicast streams will be transmitted only within the multicast VLAN.

127




Choose the menu Multicast—IGMP Snooping—Multicast VLAN to load the following page.

Multicast VLAM

Multicast VLAM:
WLAM 1D:
Router Port Time:
Member Port Time:
Leave Time:

Dynamic Router Ports
UNIT: 1

O Enable @ Disable
L | (ea0ss o]
200 | sec(60-600, recommend: 300} =2

| |
250 | sec(60-600, recommend: 260)

|:| sec (1-30, recommend: 1)

3 R 3 | RS T T [P 3 | P R P
IR RN I (RN K5 | KEN R KA IREY 1 X Rkt

Static Router Ports
UNIT: 1

G R R 3 RS TS|E [PT P P T R P
FUREELL R EEs e zy] (28

E Unselected FPort(s)

[ an ] [ cear |

ESElEC’[Ed Faort(s) ENut.ﬁvailable for Selection

Note:

1. Al IGMP packet will be processed in the Multicast VLAM after Multicast VLA is created.
2. The Multicast VLAN won't take effect unless you first complete the configuration on the YLAN Config page.

Figure 9-7 Multicast VLAN

The following entries are displayed on this screen:

>

Multicast VLAN

Multicast VLAN:
VLAN ID:

Router Port Time:

Member Port Time:

Leave Time:

UNIT:

Dynamic Router
Ports:

UNIT:

Select Enable/Disable Multicast VLAN feature.
Enter the VLAN ID of the multicast VLAN.

Specify the aging time of the router port. Within this time, if the
switch doesn’t receive IGMP query message from the router port,
it will consider this port is not a router port any more.

Specify the aging time of the member port. Within this time, if the
switch doesn’t receive IGMP report message from the member
port, it will consider this port is not a member port any more.

Specify the interval between the switch receiving a leave
message from a host, and the switch removing the host from the
multicast groups.

Select the unit ID of the desired member in the stack.
Display the dynamic router port.

Select the unit ID of the desired member in the stack.
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Static Router Ports: Select the desired port as the static router port which is mainly
used in the network with stable topology.

Note:

The router port should be in the multicast VLAN, otherwise the member ports cannot receive
multicast streams.

The Multicast VLAN won't take effect unless you first complete the configuration for the
corresponding VLAN owning the port on the 802.1Q VLAN page.

It is recommended to choose GENERAL as the link type of the member ports in the multicast
VLAN.

Configure the link type of the router port in the multicast VLAN as TRUNK or configure the
egress rule as TAG and the link type as GENERAL otherwise all the member ports in the
multicast VLAN cannot receive multicast streams.

After a multicast VLAN is created, all the IGMP packets will be processed only within the
multicast VLAN.

Configuration procedure:

Step | Operation Description

1

Enable IGMP Snooping | Required. Enable IGMP Snooping globally on the switch
function and for the port on Multicast—IGMP
Snooping—Snooping Config and Port Config page.

Create a multicast VLAN Required. Create a multicast VLAN and add all the member
ports and router ports to the VLAN on the VLAN—802.1Q
VLAN page.

e Configure the link type of the member ports as
GENERAL.

e Configure the link type of the router ports as TRUNK or
configure the egress rule as tagged GENERAL.

Configure parameters for | Optional. Enable and configure a multicast VLAN on the
multicast VLAN Multicast—IGMP Snooping—Multicast VLAN page.

It is recommended to keep the default time parameters.

Look over the configuration | If it is successfully configured, the VLAN ID of the multicast
VLAN will be displayed in the IGMP Snooping Status table
on the Multicast—~IGMP Snooping—Snooping Config

page.

9.1.5 Querier Config

In an IP multicast network that runs IGMP, a Layer 3 multicast device works as an IGMP querier to
send IGMP queries and manage the multicast table. But IGMP is not supported by the devices in
Layer 2 network. IGMP Snooping Querier can act as an IGMP Router in Layer 2 network. It can
help to create and maintain multicast forwarding table on the switch with the Query messages it
generates.
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Choose the menu Multicast—IGMP Snooping—Querier Config to load the following page.

IGMP Snooping Querier Config
VLAN ID:
Query Interval:
Max Response Time:

General Query Source 1P:

Last Listener Query Interval:

Last Listener Query Count:

Special Query Source |P:

IGMP Snooping Cluerier Table

Select VLANID  Query Interval

O

(1-4094)
a0 secs(10-300)
10 secs(1-25)
192.168.0.1 (format:192.168.0.1) Add
1 secs(1-5)
2 (1-5)
192.168.0.1 (format:192.168.0.1)

Max Response

General Query LastListener LastListener Special Query Source

[

Time Source IP Query Interval Query Count IFP
Ho entry in the table.
at | [ mppy | [ Deete | [ Hep |

Total Querier Number: 0

Figure 9-8 Packet Statistics

The following entries are displayed on this screen:

>

IGMP Snooping Querier Config

VLAN ID:
Query Interval:
Max Response
Time:

General Query
Source IP:

Last Listener Query

Interval:

Last Listener Query
Count:

Special Query
Source IP:

Enter the ID of the VLAN that enables IGMP Snooping Querier.

Enter the time interval of sending a general query frame by IGMP
Snooping Querier.

Enter the maximal time for the host to respond to a general query
frame sent by IGMP Snooping Querier.

Enter the source IP of the general query frame sent by IGMP
Snooping Querier. It should not be a multicast IP or a broadcast IP.

Enter the time interval of sending specific query frames by IGMP
Snooping Querier. A specific query will be sent on condition that
"fast-leave" is not enabled and a leave frame is received.

Enter the times of sending specific query frames by IGMP
Snooping Querier. At receiving a leave frame, a specific query
frame will be sent by IGMP Snooping Querier. If a report frame is
received before sending specific frames number reaches "Last
Member Query Times", the switch will still treat the port as group
member and stop sending specific query frames to the port,
otherwise the port will be removed from forward-ports of the IP
multicast group.

Enter the source IP of the specific query frame sent by IGMP
Snooping Querier. It should not be a multicast IP or a broadcast IP.

IGMP Snooping Querier Table

Select:

Select the desired entry. It is multi-optional.
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VLAN ID:
Query Interval:

Max Response
Time:

General Query

Displays the ID of the VLAN that enables IGMP Snooping Querier.
Displays the Query Interval of the IGMP Snooping Querier.

Displays the maximal time for the host to respond to a general
query frame sent by IGMP Snooping Querier.

Displays the source IP of the general query frame sent by IGMP

Source IP: Snooping Querier.

Last Listener Query Displays the time interval of sending specific query frames by
Interval: IGMP Snooping Querier.

Last Listener Query Displays the times of sending specific query frames by IGMP
Count: Snooping Querier.

Special Query Displays the source IP of the specific query frame sent by IGMP
Source IP: Snooping Querier.

9.2 Application Example for Multicast VLAN

> Network Requirements

Multicast source sends multicast streams via the router, and the streams are transmitted to user A
and user B through the switch.

Router: Its WAN port is connected to the multicast source; its LAN port is connected to the switch.
The multicast packets are transmitted in VLANS.

Switch: Port 3 is connected to the router and the packets are transmitted in VLAN3; port 4 is
connected to user A and the packets are transmitted in VLAN4; port 5 is connected to user B and
the packets are transmitted in VLANS.

User A: Connected to Port 4 of the switch.
User B: Connected to port 5 of the switch.

Configure a multicast VLAN, and user A and B receive multicast streams through the multicast
VLAN.

> Network Diagram

Router

Multicast Source

Switch

1/0/4

VLAN4

User A
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» Configuration Procedure

Step | Operation Description

1 Create VLANs Create three VLANs with the VLAN ID 3, 4 and 5 respectively,
and specify the description of VLAN3 as Multicast VLAN on
VLAN—802.1Q VLAN page.

2 Configure ports On VLAN—802.1Q VLAN function pages.

For port 3, configure its link type as GENERAL and its egress rule
as TAG, and add it to VLAN3, VLAN4 and VLANS.

For port 4, configure its link type as GENERAL and its egress rule
as UNTAG, and add it to VLAN3 and VLAN 4.

For port 5, configure its link type as GENERAL and its egress rule
as UNTAG, and add it to VLAN3 and VLAN 5.

3 Enable IGMP | Enable IGMP Snooping function globally on Multicast—IGMP
Snooping function Snooping—Snooping Config page. Enable IGMP Snooping
function for port 3, port4 and port 5 on Multicast—IGMP
Snooping—Port Config page.

4 Enable Multicast | Enable Multicast VLAN, configure the VLAN ID of a multicast
VLAN VLAN as 3 and keep the other parameters as default on
Multicast—IGMP Snooping—Multicast VLAN page.

5 Check Multicast VLAN | Port 3-5 and Multicast VLAN 3 will be displayed in the IGMP
Snooping Status table on the Multicast—~IGMP
Snooping—Snooping Config page.

9.3 Multicast IP

In a network, receivers can join different multicast groups appropriate to their needs. The switch
forwards multicast streams based on multicast address table. The Multicast IP can be
implemented on Multicast IP Table and Static Multicast IP page.

9.3.1 Multicast IP Table

On this page you can view the multicast IP table on the switch.

Choose the menu Multicast—Multicast IP—Multicast IP Table to load the following page.

Search Option

Search Option All -

Multicast IP Table
Multicast IP VLAM ID Forward Port Type
No entry in the table,

[Refresh] [ Help ]

The number of multicast groups is: 0

Figure 9-9 Multicast IP Table
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The following entries are displayed on this screen:

» Search Option

Search Option: Select the rules for displaying multicast IP table to find the desired
entries quickly.

e All: Displays all multicast IP entries.

e Multicast IP: Enter the multicast IP address the desired entry
must carry.

e VLAN ID: Enter the VLAN ID the desired entry must carry.

e Forward Port: Enter the forward port number the desired
entry must carry.

> Multicast IP Table

Multicast IP Displays multicast IP address.

VLAN ID: Displays the VLAN ID of the multicast group.
Forward Port Displays the forward port of the multicast group.
Type: Displays the type of the multicast IP.

Note:

If the configuration on VLAN Config page and multicast VLAN page is changed, the switch will
clear up the dynamic multicast addresses in multicast address table and learn new addresses.

9.3.2 Static Multicast IP

Static Multicast IP table, isolated from dynamic multicast group and multicast filter, is not learned
by IGMP Snooping. It can enhance the quality and security for information transmission in some
fixed multicast groups.
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Choose the menu Multicast—Multicast IP—Static Multicast IP to load the following page.

Create Static Multicast

Multicast IP:
YLAM 1D:
Forward Port:

UNIT: 1

(Format: 225.0.0.1)

(1-4094)

Zrad e e o2 A4 e e 200 22241
IR ICH I KN KGN REY L TAIREY SN EZY

[ an | [ clear |
LInselected Port Selected Port Mot Available for
(5] (s) Selection

Search Option

Search Option

Al v

Static Multicast IP Table
Select  Multicast IP

WLAM ID Forward Port
No entry in the table.

[ ar | | pelete | | Hep |

The number of static multicast groups is: 0

Figure9-10 Static Multicast IP Table

The following entries are displayed on this screen:

» Create Static Multicast

Multicast IP:
VLAN ID:
Forward Port:

UNIT:

» Search Option

Search Option:

Enter static multicast IP address.
Enter the VLAN ID of the multicast IP.
Select the forward port of the multicast group.

Select the unit ID of the desired member in the stack.

Select the rules for displaying multicast IP table to find the desired
entries quickly.

e All: Displays all static multicast IP entries.

e Multicast IP: Enter the multicast IP address the desired entry
must carry.

e VLAN ID: Enter the VLAN ID the desired entry must carry.

e Forward Port: Enter the port number the desired entry must
carry.
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» Static Multicast IP Table

Multicast IP: Displays the multicast IP.
VLAN ID: Displays the VLAN ID of the multicast group.
Forward Port: Displays the forward port of the multicast group.

9.4 Multicast Filter

When IGMP Snooping is enabled, you can specified the multicast IP-range the ports can join so as
to restrict users ordering multicast programs via configuring multicast filter rules.

When applying for a multicast group, the host will send IGMP report message. After receiving the
report message, the switch will firstly check the multicast filter rules configured for the receiving
port. If the port can be added to the multicast group, it will be added to the multicast address table;
if the port cannot be added to the multicast group, the switch will drop the IGMP report message.
In that way, the multicast streams will not be transmitted to this port, which allows you to control
hosts joining the multicast group.

The profile and binding relationship configurations are shared between this page and 11.2.5 Profile
Binding.

9.4.1 Profile Config
On this page you can configure an IGMP profile.
Choose the menu Multicast—Multicast Filter—Profile Config to load the following page.

Profile Creation

Profile 1D (1-999)

Mode: O Permit & Deny

Search Option

Search Option: All w

IGMP Profile Info
Select Frofile 1D Mode Bind Ports Operation

No entry in the table.

| At | [ Delete | | Hep |

Figure 9-11 Multicast Filter
The following entries are displayed on this screen:

» Profile Creation

Profile ID: Specify the Profile ID you want to create, and it should be a
number between 1 and 999.
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Mode:

Search Option
Profile ID:

IGMP Profile Info

The attributes of the profile.

e Permit: Only permit the IP address within the IP range and
deny others.

e Deny: Only deny the IP address within the IP range and
permit others.

Enter the profile ID the desired entry must carry.

Select: Select the desired entry for configuration.
Profile ID: Displays the profile ID.
Mode: Displays the attribute of the profile.
e Permit: Only permit the IP address within the IP range and
deny others.
e Deny: Only deny the IP address within the IP range and
permit others.
Bind Ports: Displays the ports that the Profile bound to.
Operation: Click the Edit button to configure the mode or IP-range of the
Profile.
Frofile mode
Profile ID:
-Submit
Mode: Fermit -
Add IP-range
Start [P (Format:225.0.0.1) Add
End IF: (Format:225.0.0.1)
IP-range Table
Select Index Start IP EndIP
Mo entry in the table.
] [ Delete ] [ Back ] [ Help ]
Figure 9-12 Profile Config
Profile Mode
Profile ID: Displays the Profile ID.
Mode: Configure the filtering mode of the profile.

e Permit: Only permit the IP address within the IP range and
deny others.
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> Add IP-range
Start IP:
End IP:

> IP-range Table
Select:
Index:
Start IP:

Start IP:

9.4.2 Profile Binding

e Deny: Only deny the IP address within the IP range and

permit others.

Enter the start IP address of the IP range.

Enter the end IP address of the IP range.

Select to delete the IP range entry.
Displays the index of the IP range.
Displays the start IP address of the IP range.

Displays the end IP address of the IP range.

On this page you can configure the multicast filter rules for port. Take the configuration on this
page and the configuration on IP-Range page together to function to implement multicast filter

function on the switch.

Choose the menu Multicast—Multicast Filter—Profile Binding to load the following page.

Profile and Max Group Binding

UNIT: 1
Select  Port Profile 1D Max Group Cwerflow Action LAG
i w
] 1101 1024 Drop — ClearBinding
F 11012 1024 Crop — ClearBinding
F 11043 1024 Drop — ClearBinding
Fl 11014 1024 Drop — ClearBinding
] 105 1024 Drop — ClearBinding
F 11016 1024 Drop — ClearBinding
F 107 1024 Drop — ClearBinding
Fl 1008 1024 Drop — ClearBinding
] 11049 1024 Drop — ClearBinding
F 1010 1024 Drop — ClearBinding
F 1011 1024 Drop — ClearBinding
F 1012 1024 Drop — ClearBinding
Fl 1013 1024 Crop — ClearBinding
F 1014 1024 Crop — ClearBinding
F 1015 1024 Drop - ClearBinding |»
[ an | | apply | [ Hep |
Note:

The port profile hinding configuration here has no effect on static multicast IP.

Figure 9-13 Port Filter
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The following entries are displayed on this screen:

» Profile and Max Group Binding

UNIT: Select the unit ID of the desired member in the stack.

Select: Select the desired entry for configuration.

Port: It is multi-optional. Displays the port number.

Profile ID: The existing Profile ID bound to the selected port.

Max Group: The maximum multicast group a port can join.

Overflow Action: The policy should be taken when the number of multicast group a

port has joined reach the maximum.

Drop: drop the successive report packet, and this port cannot
join any other multicast group.

Replace: when the number of the dynamic multicast groups
that a port joins has exceeded the max-group, the newly
joined multicast group will replace an existing multicast group
with the lowest multicast group address.

LAG: Displays the LAG number which the port belongs to.

Clear Binding: Click the ClearBinding button to clear all profiles bound to the
port.

Note:

1. Multicast Filter feature can only have effect on the VLAN with IGMP Snooping enabled.

2. Multicast Filter feature has no effect on static multicast IP.

Configuration Procedure:

Step | Operation

Description

1 Create Profile

Required. Configure the Profile ID and mode on
Multicast—Multicast Filter—Profile Config page.

2 Configure IP-Range

Required. Click Edit of the specified entry in the IGMP Profile
Info table on Multicast—Multicast Filter—Profile Config
page to configure the mode or IP-range of the Profile.

3 Configure Profile Binding
for ports

Optional. Configure Profile Binding for ports on
Multicast—Multicast Filter—Porfile Binding page.

9.5 Packet Statistics

On this page you can view the multicast data traffic on each port of the switch, which facilitates you
to monitor the IGMP messages in the network.
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Choose the menu Multicast—Packet Statistics to load the following page.

AUto Refresh

Auto Refresh: ) Enable & Disable

Refresh Period:

IGMP Statistics
UNIT: 1
Port Query Packet
1401
1/0i2
10013
1/0/4
11015
1/0/6
1107
110/
1/0/9

11010

11011

11012

140113

110114

140115

[ R (R e Y o Y o R R o Y (R o Y Y e [ o Y o Y [ |

sec(3-300)

Report Packet(V1)Report Packet(VZ) Report Packet(v3) Leave Packet Error Packet

=)

[ R e (R e Y o Y e [ o Y o Y o [ e R Y R Y o Y e |

0 0 0 0 A
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0 ~
[ Clear ] [Refresh] [ Help ]

Figure 9-14 Packet Statistics

The following entries are displayed on this screen:

>

Auto Refresh

Auto Refresh:

Refresh Period:

IGMP Statistics

UNIT:
Port:

Query Packet:

Report Packet (V1):

Report Packet (V2):

Report Packet (V3):

Leave Packet:

Error Packet:

Select Enable/Disable auto refresh feature.

Enter the time from 3 to 300 in seconds to specify the auto refresh
period.

Select the unit ID of the desired member in the stack.

Displays the port number of the switch.

Displays the number of query packets the port received.

Displays the number of IGMPv1 report packets the port received.
Displays the number of IGMPv2 report packets the port received.
Displays the number of IGMPv3 report packets the port received.
Displays the number of leave packets the port received.

Displays the number of error packets the port received.

Return to CONTENTS
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Chapter 10 Routing

Routing is the method by which the host or gateway decides where to send the datagram. Routing
is the task of finding a path from a sender to a desired destination. It may be able to send the
datagram directly to the destination, if that destination is on one of the networks that are directly
connected to the host or gateway. However, what if the destination is not directly reachable? The
host or gateway will attempt to send the datagram to a gateway that is nearer to the destination.
The goal of a routing protocol is very simple: It is to supply the information that is needed to do
routing. This chapter describes how to configure the IPv4 unicast routing on the T3700G-28TQ.

10.1 Interface

Interface is a virtual interface in Layer 3 mode and mainly used for realizing the Layer 3
connectivity between VLANSs or routed ports. Each VLAN interface is corresponding to one VLAN.
Each routed port is corresponding to one port. Loopback Interface is purely software implemented.
Interface has its own IP address and subnet mask to identify the subnet it belongs to, and it works
as the gateway of the subnet to forward Layer 3 IP packets.

Choose the menu Routing—Interface—Interface Config to load the following page.

Creating Interface

Interface ID: VLAN - (1-4094)
IP Address Mode: @ MNone Static DHCP BOOTP
|P Address: (Format: 192.168.0.1)
Subnet Mask: (Format: 255.255.255.0)
Admin Status: Enable -
Interface Mame: (Optional. 1-16 characters)
Interface List
Select [n} Mode IP Address Subnet Mask Interface Name Status Operation
Gil/0/24 Static 1.1.101 28525525850 Down Edit | Detail
Vian1 Static 192.168.0.1 2552552550 Up Edit | Detail
[ a1 ] [petste | [ Help |

Interface

Count:

Note:

The addresses of different interfaces can't be the same.

ra

Figure 10-1 Interface Config
The following entries are displayed on this screen:

> Create Interface

Interface ID: Enter the ID of the interface corresponding to VLAN ID, loopback
ID, or routed port.

IP Address Mode: Specify IP Address allocation mode.
None: without ip.
Static: setup manually.
DHCP: allocated through DHCP.
BOOTP: allocated through BOOTP.

IP Address: Specify the IP address of the interface.
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Subnet Mask: Specify the subnet mask of the interface's IP address.

Admin Status: Specify interface administrator status. Choose 'Disable’ to
disable the interface's Layer 3 capabilities.

Interface Name: Specify the name of the network interface.

> Interface List

Select: Select the interfaces to modify or delete.
ID: Displays the ID of the interface.
Mode: Display IP address allocation mode.

None: without ip.

Static: setup manually.

DHCP: allocated through DHCP.
BOOTP: allocated through BOOTP.

IP Address: Displays the IP address of the interface.

Subnet Mask: Displays the subnet mask of the interface.

Interface Name: Displays the name of the interface.

Status: Displays interface current working status. Working status is up
when admin status is enable, line protocol is up and IP Address is
set.

Operation: You can configure the interface by clicking the "Edit", or check

Detail information by clicking "Detail".

Click Edit to display the following figure:

Modify Interface

Interface 1D: Wlan1
IP Address Mode: O Mone @ Static O DHCP O BOOTP
IP Address: 492.168.0.1 Format 192.168.0.1

ress (Forma )
SubnetMask:  [255.255.255.0 (Format: 255.255.255.0)
Admin Status: Enable «
Interface Name: (Optional. 1-32 characters)

Figure 10-2 Interface Modify
» Modify Interface
Interface ID: Displays ID of the interface, including VLAN ID, loopback

interface and routed port.

Mode: View and modify the IP address allocation mode.
None: without ip.
Static: setup manually.
DHCP: allocated through DHCP.
BOOTP: allocated through BOOTP.

IP Address: View and modify the IP address of the interface.
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Subnet Mask:

Admin Status:

Interface Name:

View and modify the subnet mask of the interface.

View and modify the Admin status. Choose 'Disable' to disable
the interface's Layer 3 capabilities.

View and modify the interface name.

Click Detail to display the following figure:

Detail Infarmation
Interface IO
IP Address Mode:
IF Address:
Interface Status:
Line Protocol Status:
Admin Status:

Interface Mame:

WLAMA

Static

192 168.0.1/255 255.255.0
Up

Up

Enable

Interface Setting Detail Information

MTU is 1500 bytes

Directed broadcast forwarding is disabled

Froxy ARF is enahled

Split horizon is disabled

ICMP redirects are never sent

ICMF unreachahles are always sent

ICMP mask replies are never sent

[Refresh] [ Back ] [ Help ]

> Detail Information

Interface ID:

IP Address Mode:

IP Address:

Interface Status:

Line Protocol
Status:

Admin Status:

Interface Name:

Figure 10-3 Detail Information

Displays ID of the interface, including VLAN ID, loopback
interface and routed port.

Displays the IP address allocation mode.
None: without ip.

Static: setup manually.

DHCP: allocated through DHCP.
BOOTP: allocated through BOOTP.

Displays the IP address and subnet mask of the interface.

Displays the interface current working status, which is up when
Admin Status is enable, line protocol is up and IP address is set.

Displays the line protocol status, which is up if any up-link port is
connected to the interface.

Displays the Admin status. Choose 'Disable' to disable the
interface's Layer 3 capabilities.

Displays the name of the interface.
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> Interface Setting Detail Information

Displays the detailed setting information of the interface.

10.2 Routing Table

This page displays the routing information summary generated by different routing protocols.

Choose the menu Routing—Routing Table—Routing Table to load the following page.

Routing Information Summary

Protocol Destination Metwork Mext Hop Distance Metric Interface Mame
connected 192.168.0.0/24 192.168.0.1 0 0

Route Count: 1

Figure 10-4 Routing Table

> Routing Information Summary

Protocol Displays the protocol of the route.

Destination Network: Displays the destination and subnet of the route.

Next Hop: Displays the IP address to which the packet should be sent next.
Distance: Displays the management distance of the route. The smaller the

distance is, the higher the priority is.
Metric: Displays the metric of the route.

Interface name: Displays the description of the egress interface.

10.3 Static Routing

Static routes are special routes manually configured by the administrator and cannot change
automatically with the network topology accordingly. Hence, static routes are commonly used in a
relative simple and stable network. Proper configuration of static routes can greatly improve
network performance.

10.3.1 Static Routing

Choose the menu Routing—Static Routing—Static Routing Config to load the following page.

Static Routing Config

Destination: (Format 10.10.10.0)
Subnet Mask: (Format 265,265 2566.0)
Mext Hop: (Format 192.168.0.2)
Distance: (Optional. range: 1-255)
Static Route Tahle
Select Destination Subnet Mask Mext Hop Distance Metric Interface name

O

No entry in the table.

[ Apply ] [Delete] [ Help ]

Static routing count: 0

Figure 10-5 Static Routing Config
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The following entries are displayed on this screen:

> Static Routing Config

Destination: Specify the destination IP address of the packets.

Subnet Mask: Specify the subnet mask of the destination IP address.

Next Hop: Enter the IP address to which the packet should be sent next.
Distance: Enter the distance metric of route. The smaller the distance is,

the higher the priority is.

» Static Route Table

Select: Specify the static route entries to modify.

Rgztrigsa;i:on Displays the destination IP address of the packets.

Subnet Mask: Displays the subnet mask of the destination IP address.

Next Hop: Displays the IP address to which the packet should be sent next.

Distance: Displays the distance metric of route. The smaller the distance is,
the higher the priority is.

Metric: Displays the metric of the route.

Interface Name: Displays the name of the VLAN interface.

10.3.2 Application Example for Static Routing
> Network Requirements

e A small enterprise network is divided into three VLANs: VLAN10, VLAN20 and VLAN30. Their
VLAN IDs are 10, 20 and 30 respectively.

e PC1isin VLAN10 and PC2 is in VLAN30. PC1 and PC2 are reachable for each other.

> Network Diagram

PC1
192.168.0.100

192.168.0.1 192.168.1.1 192.168.1.2

Switch A
Switch B

192.168.2.1

PC2
192.168.2.100
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» Configuration Procedure

e Configure Switch A

Steps | Operation Note

1 Add interface Required. On page Routing—Interface—Interface Config, add
VLAN 10 interface VLAN 10 with the mode as static, the |IP address as
192.168.0.1, the mask as 255.255.255.0 and the interface name as

VLAN10.
2 Add interface Required. On page Routing—Interface—Interface Config, add
VLAN 20 interface VLAN 20 with the mode as static, the |IP address as
192.168.1.1, the mask as 255.255.255.0 and the interface name as

VLANZ20.
3 Add static route Required. On page Routing—Static Routing—Static Routing

entry

Config, add a static route entry with the destination as 192.168.2.0,
the subnet mask as 255.255.255.0 and the next hop as
192.168.1.2.

e Configure Switch B

Steps | Operation Note

1 Add interface Required. On page Routing—Interface—Interface Config, add
VLAN 20 interface VLAN 20 with the mode as static, the IP address as
192.168.1.2, the mask as 255.255.255.0 and the interface name as

VLANZ20.
2 Add interface Required. On page Routing—Interface—Interface Config, add
VLAN 30 interface VLAN 30 with the mode as static, the IP address as
192.168.2.1, the mask as 255.255.255.0 and the interface name as

VLAN3O0.
3 Add static route Required. On page Routing—Static Routing—Static Routing

entry

Config, add a static route entry with the destination as 192.168.0.0,
the subnet mask as 255.255.255.0 and the next hop as
192.168.1.1.

e Configure the PCs

Configure the default gateway of PC1 as 192.168.0.1 and the default gateway of PC2 as
192.168.2.1.

10.4 DHCP Server

DHCP module is used to configure the DHCP functions of the switch, including two submenus,
DHCP Server and DHCP Relay.

» Overview

DHCP (Dynamic Host Configuration Protocol) is a network configuration protocol for hosts on
TCP/IP networks, and it provides a framework for distributing configuration information to hosts.
DHCP is adding the capability of automatic allocation of reusable network addresses and
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additional configuration options. DHCP captures the behavior of DHCP participants so the
administrator can manage the parameters of the host in the network.

As workstations and personal computers proliferate on the Internet, the administrative complexity
of maintaining a network is increased by an order of magnitude. The assignment of local network
resources to each client represents one such difficulty. In most environments, delegating such
responsibility to the user is not plausible and, indeed, the solution is to define the resources in
uniform terms, and to automate their assignment.

The DHCP dealt with the issue of assigning an internet address to a client, as well as some other
resources.

> DHCP Elements

DHCP is built on a client-server model, where designated DHCP server hosts allocate network
addresses and deliver configuration parameters to DHCP clients. Generally a DHCP server can
allocate configuration parameters to more than one client. Figure 10-6 shows you the model.

DHCP server

h‘#

—
Switch Switch DNS server
DHCP client1 DHCP client2 DHCP client3 DHCP client4

Figure 10-6 DHCP model

To meet the different requirements of DHCP clients, DHCP server is always designed to supply
hosts with the configuration parameters in three policies.

1) Manual Assignment: For the specific DHCP clients (e.g., web server), the configuration
parameters are manually specified by the administrator and are assigned to these clients via
a DHCP server.

2) Automatic Assignment: The DHCP server must supplies the configuration parameters to
DHCP client with the lease time continued for ever.

3) Dynamic Assignment: A network administrator assigns a range of IP addresses to DHCP
server, and each client computer on the LAN is configured to request an IP address from the
DHCP server with a fixed period of time (e.g., 2 hours), allowing the DHCP server to reclaim
(and then reallocate) IP addresses that are not renewed.

» The Process of DHCP

DHCP uses UDP as its transport protocol. DHCP messages from a client to a server are sent to
the 'DHCP server' port (67), and DHCP messages from a server to a client are sent to the 'DHCP
client' port (68). DHCP clients and servers both construct DHCP messages by filling in fields in the
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fixed format section of the message and appending tagged data items in the variable length option
area. The process is shown as follows.

DHCP Client DHCP Server

1 DHCP-DISCOVER >

2 DHCP-OFFER

F

3 DHCP-REQUEST

4 DHCP-ACK

F 3

Figure 10-7 The Process of DHCP

DHCP discover: the client broadcasts messages on the physical subnet to discover available
DHCP servers in the LAN. Network administrators can configure a local router (e.g. a relay
agent) to forward DHCP-DISCOVER messages to a DHCP server in a different subnet.

DHCP offer: Each server who received the DHCP-DISCOVER message may respond a
DHCP-OFFER message that includes configuration parameters (in the example below, IP
address) to the client. The server unicast the DHCP-OFFER message to the client (using the
DHCP/BOOTP relay agent if necessary) if possible, or may broadcast the message to a
broadcast address on the client's subnet.

DHCP request: A client can receive DHCP offers from multiple servers, but it will accept only
one DHCP-OFFER and broadcast a DHCP-REQUEST message which includes the server’s
identifier and the IP address offered by the server. Based on the server’s identifier, servers
are informed whose offer the client has accepted.

DHCP acknowledgement: The server selected in the DHCP-REQUEST message commits the
binding for the client to persistent storage and responds with a DHCP-ACK message
containing the configuration parameters for the requesting client. If the selected server is
unable to satisfy the DHCP-REQUEST message (e.g., the requested IP address has been
allocated), the server should respond with a DHCP-NAK message.

In Dynamic assignment policy, the DHCP client is assigned an IP address with a lease time
(e.g. 2 hours) from the DHCP server. This IP address will be reclaimed by the DHCP server
when its lease time expires. If the client wants to use the IP address continually, it should
unicast a DHCP-REQUEST message to the server to extend its lease.

After obtaining parameters via DHCP, a host should be able to exchange packets with any other
host in the networks.

» The Format of DHCP Message

Figure 10-6 DHCP model gives the process of DHCP and Figure 10-8 describes each field in the
DHCP message. The numbers in parentheses indicate the size of each field in octets. The names
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for the fields given in the figure will be used throughout this document to refer to the fields in DHCP
messages.

w N -
~ ~ ~ ~

N

10)

11)
12)
13)

op (1) htype (1) hlen (1) hops (1)
xid (4)

secs (2) flags (2)
ciaddr (4)
yiaddr (4)
siaddr (4)

giaddr (4)
chaddr (16)

sname (64)
file (128)
options (312)

Figure 10-8 The Format of DHCP Message
op: Message type, ‘1’ = BOOT-REQUEST, ‘2’ = BOOT-REPLY.
htype: Hardware address type, '1' for ethernet.
hlen: Hardware address length, '6' for ethernet.

hops: Clients set this field to zero and broadcast the DHCP-REQUEST message , optionally
used by relay-agents when booting via a relay-agent.

xid: Transaction ID, a random number chosen by the client, used by the client and server to
associate messages.

secs: Filled in by client, seconds elapsed since client started trying to boot.

flags: A client that cannot receive unicast IP datagrams until its protocol software has been
configured with an IP address should set the first bit in the 'flags' field to 1 in any
DHCP-DISCOVER or DHCP-REQUEST message that client sends. A client that can receive
unicast IP datagrams before its protocol software has been configured should clear the first bit
to 0. A server or relay agent sending or relaying a DHCP message directly to a DHCP client
should examine the first bit in the 'flags' field. If this bit is set to 1, the DHCP message should
be sent as an IP broadcast and if the bit is cleared to 0, the message should be sent as an IP
unicast. The remaining bits of the flags field are reserved for future use and must be set to
zero by clients and ignored by servers and relay agents.

ciaddr: Client IP address, filled in by client in DHCPREQUEST when verifying previously
allocated configuration parameters.

yiaddr: 'your' (client) IP address, configuration parameters allocated to the client by DHCP
server.

siaddr: |P address of next server to use in bootstrap, returned in DHCPOFFER, DHCPACK
and DHCPNAK by server.

giaddr: Relay agent IP address, used in booting via a relay-agent.
chaddr: Client hardware address.

sname: Optional server host name, null terminated string.
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14) file: Boot file name, null terminated string, "generic" name or null in DHCPDISCOVER, fully
qualified directory-path name in DHCPOFFER.

15) options: Optional parameters field. See the options documents (RFC 2132) for a list of defined
options. We will introduce some familiar options in the next section.

» DHCP Option

This section defines a generalized use of the 'options' field for giving information useful to a wide
class of machines, operating systems and configurations. Sites with a single DHCP server that is
shared among heterogeneous clients may choose to define other, site-specific formats for the use
of the 'options' field. Figure 10-9 gives the format of options field.

Code (1) Length(1)

Value (variable)

Figure 10-9 DHCP Option

All options begin with a Code octet, which uniquely identifies the option followed by the length
octet. The value of the length octet does not include the Code and Length octets. The common
options are illustrated as below.

1) option 1: Subnet Mask option. The subnet mask option is option1 which identifies the
assigned IP address with network, and its length is 4 octets.

2) option 3: Router option. The router option is option 3 which specifies an IP address for routers
on the client's subnet.

3) option 6: DNS option. The DNS option is option 6, and it assigns the IP address of domain
name server to the client which allows the client can use the web service in the internet.

4) option 12: Host Name option. The option12 is used to specify the name of the client, which
may be requested by the DHCP server for authentication.

5) option 50: Requested IP Address option. The option 50 is used in a DHCP-REQUEST
message to allow the client to request the particular IP address.

6) option 51: Lease Time option. In DHCP-OFFER and DHCP-ACK message, the DHCP server
uses this option to specify the lease time in which the clients can use the IP address legally.

7) option 53: Message Type option. This option is used to convey the type of the DHCP
message. Legal values for this option show in Table 10-1:

Value |Message Type

1 DHCP-DISCOVER
DHCP-OFFER
DHCP-REQUEST
DHCP-DECLINE
DHCP-ACK
DHCP-NAK
DHCP-RELEASE
DHCP-INFORM

Table 10-1 Option 53

8) option 54: Server Identifier option. DHCP servers include option 54 in the DHCP-OFFER
message in order to allow the client to distinguish between lease offers. DHCP clients use the
option in a DHCP-REQUEST message to indicate which lease offers is being accepted.
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9) option 55: Parameter Request List option. This option is used by a DHCP client to request
values for specified configuration parameters.

10) option 61: Client hardware address.
11) option 66: TFTP server name option. This option is used to identify a TFTP server.
12) option 67: Boot-file name option. This option is used to identify a boot-file.

13) option 150: TFTP server address option. This option is used to specify the address of the
TFTP server which assigns the boot-file to the client.

For particulars of DHCP option, please refer to RFC 2132. In the next section, DHCP Server and
DHCP Relay function on this switch will be introduced in detail.

> Application Environment of DHCP Server
DHCP Server assigns IP address to the client efficiently in the following environment.

1) More and more device proliferates in the network, and it is a hard work to configure the IP
parameter for every device manually.

2) There are not enough network resources to assign to every device exclusively.
3) Only a little device need static IP address to connect the network.
> Details of DHCP Server on T3700G-28TQ

A typical application of T3700G-28TQ working at DHCP Server function is shown below. It can be
altered to meet the network requirement.

Switch

DHCP Server
T3T00G-28TQ

SR =

DHCP Client 1 DHCP Client 2 DHCP Client 3
Figure 10-10 DHCP Server Application

To guarantee the process of assigning IP address fluency and in safety, and to keep the network
run steadily, the DHCP Server function on T3700G-28TQ performs the following tasks.

o Create different IP pool for every VLAN. The device in different VLAN can get the IP address in
different subnet.

e When receiving a DHCP-DISCOVER packet from the client, the switch judges the VLAN which
the ingress port belong to, and chooses the IP in the same subnet with the VLAN interface to
assign to the client.
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e With a DHCP Relay running between the client and the server, when receiving a
DHCP-DISCOVER packet transmitting from the Relay, the switch will choose the IP from the
IP pool in the same subnet with the Relay’s IP to assign to the client. If the IP pool is not
configured on the switch or the configured IP pool doesn’t match the Relay’s network segment,
the client may not get network parameters successfully.

e The switch can detect the IP address automatically before assigning it to avoid conflict.
> IP Detection
To avoid IP conflict, the switch will detect the IP address to be assigned in LAN through Ping test.

The DHCP server will send the Ping test packet with the destination IP being the IP address to be
assigned. If the server receives the Reply packet from the destination host in the ping time, it
means that the IP address has been used, and the server will choose another IP as destination IP
to test again. The server will assign the IP address if the server not receives the Reply packet in
the Ping time.

> Policy of IP Assignment

The switch chooses the IP assigned to clients based on the rules shown as follows.

1) First, the server will choose the IP which has been bound to the client manually.
2) Then, the server will assign the IP which has been assigned to the client once.

3) For the next, the server will assign the IP which is specified in the DHCP-DISCOVER packet
from the client.

4) Atlast, the server will choose the first IP from the IP pool which has not been assigned.
» Tips for Configure DHCP Server Function on T3700G-28TQ

1) Configure the Excluded IP address which cannot be assigned by the switch, e.g. web server’s
IP, broadcast IP of subnet and gateway’s IP.

2) Specify IP address for specific clients, and then the switch will supply these IP address to
them only for ever.

3) Configure the IP pool in which the IP address can be assigned to the clients.

The DHCP Server, allowing the clients in all VLANs to get the IP address from the server
automatically, is implemented on the DHCP Server, Pool Setting, Manual Binding, Binding
Table and Packet Statistics pages.

10.4.1 DHCP Server

This page allows you to enable the DHCP Server function, configure the Excluded IP Address
which cannot be assigned by the switch in every network.
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Choose the menu Routing—DHCP Server—DHCP Server to load the following page.

Global Config

DHCF Server C Enable @ Dizable Apply

Ping Time Config
Ping Packets: [1 (0-10 packets, 0 for disable pinog

Fing Timeout: 100 (100-10000 millisecaonds)
Excluded IP Address
Start IP Address: (Farmat: 192.168.0.1)

End IP Address: (Format: 192 168.0.1)

Excluded IF Address Tahle
Select I} Start IF Address End [P Address
Mo entry in the table.

| s | | Detete | | Help |

Hote:
When the DHCP Server is enahled, the DHCP Relay will be enabled too.

Figure10-11 DHCP Server
The following entries are displayed on this screen:

> Global Config
DHCP Server: Enable/Disable the switch as a DHCP server.
» Ping Time Config
Ping Packets: The number of packets to be sent.
Ping Timeout: The time it takes to determine the specific IP not exist.

> Excluded IP Address

Configure the Excluded IP Address which cannot be assigned by the switch.
Start IP Address: The first one of the IP addresses that should not be assigned.
End IP Address: The last one of the IP addresses that should not be assigned.

> Excluded IP Address Table

Select: Select the entry to delete the Excluded IP Address pool.

ID: Displays the corresponding ID of the Excluded IP Address
pool.

Start IP Address: Displays the start IP Address of the Excluded IP Address pool.

End IP Address: Displays the last IP Address of the Excluded IP Address pool.
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10.4.2 Pool Setting

This page shows you how to configure the IP pool in which the IP address can be assigned to the
clients in the network.

Choose the menu Routing—DHCP Server—DHCP Server Pool to load the following page.

DHCP Server Pool
Pool Mame:
Metwork Address:
Subnet Mask:
Lease Time:
Default Gateway:

DMNE Server:

Pool Table
Select Pool Mame

Metwork Address

(8 characters maximumy)

(Format: 192.168.0.0)

(Format: 255.255 255.0)
(1-2880 min, Default: 120)

(Optional, Format: 192.168.0.1)

(Optional, Format: 192.168.0.1)

Subnet Mask Lease Time Cperation

Ho entry in the table.

Al | | Delete | | Help |

Hote:

Configurations here will take effect only when the DHCP server is enabled.

Figure 10-12 Pool Setting

The following entries are displayed on this screen:

>

DHCP Server Pool

Pool Name:

Network Address:

Subnet Mask:

Lease Time:
Default Gateway:
DNS Server:

Pool Table

Select:

Pool Name:

Network Address:

Subnet Mask:

Lease Time:

Enter the name of the pool.
Specify the network number of the IP addresses in the pool.

Specify the corresponding subnet mask of the IP address in the
pool.

Specify the lease time of IP addresses in the pool.
Specify the IP address of the default gateway for a client.

Specify the IP address of the DNS server for a client.

Select the entry to delete the IP pool.
Displays the name of the IP Pool.

Displays the network address of the IP Pool.
Displays the subnet mask of the IP Pool.

Displays the lease time of the IP Pool.
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Operation: Allows you to view or modify the information of the
corresponding IP Pool.

® Edit: Click to modify the settings of the Pool.
® Detail: Click to get the information of the Pool.

10.4.3 Manual Binding

In this page, you can specify the IP address for specific clients, and then the switch will supply
these specified parameters to them only for ever.

Choose the menu Routing—DHCP Server—Manual Binding to load the following page.
manual Binding
Fool Mame: v

IF Address: (Format: 192 168.0.1)

Binding Mode: Client Id v
Clignt Id: (200 letters maximum, in Hexadecimal

Hardware Address: (Format: 00-11-22-33-44-55)

Hardware Type:

mManual Binding Tahle
Select Pool Mame Client [dfHardware Address IF Address Hardware Type OQperation
Mo entry in the table.

| an | [ Deete | [ Help |

Figure 10-13 Manual Binding
The following entries are displayed on this screen:

> Manual Binding

Pool Name: Select the IP Pool containing the IP address to be bound.
IP Address: Specify the IP address to be bound.

Binding Mode: Select the binding mode of the manual binding.

Client ID: Specify the identifier of the client.

Hardware Address: Specify the hardware address to be bound.

Hardware Type: Select the hardware protocol of the client.

> Manual Binding Table

Displays the list of the configured binding entries of IP addresses and hardware addresses.

10.4.4 Binding Table

In this page, you can view the information about the clients attached to the Server.
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Choose the menu Routing—DHCP Server—Binding Table to load the following page.

DHCF Server Binding Table

. Lease Time
Select D IP Address Client IDiHardware Address Type Left(s)
Mo entry in the table.
| an | | petste | |Refresh |
Figure 10-14 DHCP Server Binding Table
> DHCP Server Binding Table

ID: Displays the ID of the client.
IP Address: Displays the IP address that the Switch has allocated to the

client.

Client ID / Hardware Displays the MAC address of the client.

Address:
Type: Displays the type of this binding entry.
Lease Time Left(s): Displays the lease time of the client left.

Click Delete to delete the selected entry.

10.4.5 Packet Statistics

In this page, you can view the DHCP packets the switch received or sent.

Choose the menu Routing—DHCP Server—Packet Statistics to load the following page.

Packet Received

BOOTREQUEST: 0
DHCPDISCOVER: 0
DHCPREQUEST: 0
DHCPDECLIME: 0
DHCPRELEASE: 0
DHCPIMFORM: 0
Facket Sent
BOOTREPLY: 0
DHCPOFFER: 0
DHCPACK: 0
DHCPMAK: 0

[Refresh] [ Clear ] [ Help ]

Figure10-15 Statistics
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The following entries are displayed on this screen:

>

Packets Received

BOOTREQUEST:
DHCPDISCOVER:
DHCPREQUEST:
DHCPDECLINE:
DHCPRELEASE:

DHCPINFORM:

Packets Sent

BOOTREPLY:
DHCPOFFER:
DHCPACK:
DHCPNAK:

Displays the Bootp Request packet received.
Displays the Discover packet received.
Displays the Request packet received.
Displays the Decline packet received.

Displays the Release packet received.

Displays the Inform packet received.

Displays the Bootp Reply packet sent.
Displays the Offer packet sent.
Displays the Ack packet sent.
Displays the Nak packet sent.

Configuration Procedure (using VLAN interface as an example):

Step | Operation

Description

1

Set the link type for port.

Required. On the VLAN—802.1Q VLAN—Port Config page,
set the link type for the port basing on its connected device.

2 Create VLAN. Required. On the VLAN—802.1Q VLAN—VLAN Config
page, click the Create button to create a VLAN. Enter the
VLAN ID and the description for the VLAN. Meanwhile,
specify its member ports.

3 Create VLAN interface. Required. On the Routing—Static Routing—Static Routing
Config page, create the interface IP address of the VLAN.

4 Enable DHCP Server. Required. On the Routing—DHCP Server—DHCP Server
page, enable the DHCP Server function.

5 Configure Excluded IP Optional. On the Routing—DHCP Server—DHCP Server

Address. page, configure the Excluded IP Address which cannot be
assigned by the switch.

6 Configure IP Pool. Required. On the Routing—DHCP Server—Pool Setting
page, configure the parameters of IP Pool, including Mask,
lease time, gateway and DNS address.

7 Bind IP Manually Optional. On the Routing—DHCP Server—Manual Binding

page, you can specify the IP address for specific clients.
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10.4.6 Application Example for DHCP Server and Relay

> Network Requirements

e Every building in the campus belongs to separate VLANs with different network segments.

e The access points in each building are divided into two parts. One part is the fixed computers
with static IP addresses in the teachers’ offices; the other is the classroom, in which most
clients are laptops with dynamic IP addresses obtained from the DHCP server.

e DNS Serveris in VLAN 1and its IP address is 160.20.30.2.

> Network Diagram

Router

DNS Server
VLAN 1
160.20.30.0/24

Central Switch

& & =

Access Switch Access Switch Access Switch

L G J TS

Static Client

Static Client Static Client Static Client Static Client Static Client

VLAN 10 VLAN 20 VLAN 30

192.168.10.0/24 192.168.20.0/24 192.168.30.0/24

Use T3700G-28TQ as the central switch and enable its DHCP server function to allocate IP
addresses to clients in the network. Enable the DHCP relay function on each access switch in
VLAN 10, 20 and 30. For details about DHCP relay, please refer to 10.5 DHCP Relay.

» Configuration Procedure

e Configure Central Switch

Step | Operation Note
1 Create VLAN Required. On page VLAN—802.1Q VLAN—VLAN Config, create
VLAN10, VLAN20 and VLAN3O, and configure their ports.
2 Create VLAN Required. On page Routing—Interface—Interface Config,
interface configure VLAN interface 192.168.10.1/24 for VLAN10,
192.168.20.1/24 for VLANZ20, and 192.168.30.1 for VLAN3O.
3 Enable DHCP Required. On page Routing—DHCP Server—DHCP Server,
Server enable DHCP Server function under the Global Config.
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Step | Operation Note

4 Configure the IP Required. On page Routing—DHCP Server—Pool Setting,

address pool configure IP address pool parameters for each VLAN interface.
Take VLAN10 as an example, configure its Network Address as
192.168.10.0, Subnet Mask as 255.255.255.0, Default gateway as
192.168.10.1 (the IP address of the VLAN interface), DNS Server
as 160.20.30.2, and customize the Pool Name and Lease Time.

5 Configure the Required. On page Routing—DHCP Server—DHCP Server,
reserved under the Excluded IP Address, configure reserved IP addresses
addresses for the fixed computers in each VLAN.

6 Manually binding Optional. On page Routing— DHCP Server—Manual Binding,

IP addresses

bind specified ip addresses to the specific clients.

e Configure Access Switch

Step | Operation Note

1 Enable DHCP Required. On the Routing—DHCP Server—Global Config page,

Relay. enable the DHCP Server function, and the DHCP Relay function
will be enabled at the same time.

2 Configure Option | Optional. On the Routing—DHCP Relay—Global Config page,
82 support. configure the Option 82 parameters.

3 Configure DHCP | Required. On the Routing—DHCP Relay—DHCP Server page,
Server. specify the DHCP Server with the IP address of the central switch.

10.5 DHCP Relay

> Application Environment of DHCP Relay

In DHCP model, DHCP clients broadcast its DHCP request, so the DHCP sever and clients must
be on the same subnet, which require the DHCP server is available in every subnet. It is costly to
build so much DHCP Server. DHCP relay agent solves the problem. Via a relay agent, DHCP
clients request an IP address from the DHCP server in another subnet, and DHCP clients in
different subnets can share the same DHCP server in the internet.

> Details of DHCP Relay on T3700G-28TQ

A typical application of T3700G-28TQ working at DHCP Relay function is shown below. It can be
altered to meet the network requirement.
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Figure 10-16 DHCP Relay Application
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To allow all clients in different VLAN request IP address from one server successfully, the DHCP
Relay function can transmit the DHCP packet between clients and server in different VLANSs, and
all clients in different VLANs can share one DHCP Server.

e When receiving DHCP-DISCOVER and DHCP-REQUEST packets, the switch will fill the giaddr
field with the interface IP of the receiving port, optionally insert the option 82 information, and

then forward the packet

to the server.

e When receiving DHCP-OFFER and DHCP-REQUEST packets from the server, the switch will
delete the option 82 information and forward the packet to the interface which receives the

request.

The process will be shown

as follows.

DHCP Client

=

1 DHCP-DISCOVER

DHCP Relay

=

1 DHCP-DISCOVER(U)

2 DHCP-OFFER

DHCP Server

2 DHCP-OFFER(B)

3 DHCP-REQUEST

4 DHCP-ACK(B)

3 DHCP-REQUEST(U)

4 DHCP-ACK

-+

-
-+

Figure 10-17 DHCP Relay Process

» DHCP Relay Configuration

1) Configure the Option 82 parameters to record the information of the clients. You are
suggested to configure the option82 on the nearest Relay of the client.
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2) Specify the DHCP Server which assigns IP addresses actually.
> Option 82

On this switch, Option 82 is used to record the location of the DHCP Client, the ethernet port and
the VLAN, etc. Upon receiving the DHCP-REQUEST packet, the switch adds the Option 82 field to
the packet and then transmits the packet to DHCP Server. The Server can be acquainted with the
location of the DHCP Client via Option 82, so as to locate the DHCP Client, and assign the
distribution policy of IP addresses and the other parameters for fulfilling the security control and
account management of the client.

Option 82 can contain 255 sub-options at most. If Option 82 is defined, at least one sub-option
should be defined. This Switch supports two sub-options, Circuit ID and Remote ID. Since there is
no universal standard about the content of Option 82, different manufacturers define the
sub-options of Option 82 to their need. For this Switch, the sub-options are defined as follows:

The Circuit ID is defined to be the number and VLAN of the port which receives the DHCP
Request packets. The Remote ID is defined to be the MAC address of DHCP Relay device which
receives the DHCP Request packets from DHCP Clients. Furthermore these two parameters also
can be manually configured.

The format of Option 82 defined on the switch by default is given in the following figure. The
numbers in parentheses indicate the size of each field in octets. By default, sub-option1 is Circuit
ID option recording the VLAN and ethernet port information, while sub-option2 is Remote ID option
recording the MAC address information of the client. You can define the sub-options manually.

option82 Length(1)

sub-option1(1)| Length(1) VLAN(2) Port(2)
sub-option1(1)| Length(1) Hardware address(6)

Figure10-18 Option 82

Note:

The option 82 parameters configured on the switch should base on and meet the requirement of
the network.

The DHCP Relay, allowing the clients to get the IP address from the server in another subnet, is
implemented on the DHCP Relay page. When the DHCP Server is enabled, the DHCP Relay will
be enabled too.

10.5.1 Global Config
This page allows you to enable the DHCP Relay function.
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Choose the menu Routing—DHCP Relay—Global Config to load the following page.

Cption 82 Configuration
Ciption 82 Support: ) Enable @ Disable

Existed Option 82 field: Keep w

Customizati © @® AppY
ustomization: Enahle Dizable
Help

Circuit 1D:

Femote 1D

Note:
1. Relay function is enabled when DHCP Server is enabled.
2. Circuit ID or Remote ID can only use number or letters.

Figure 10-19 Global Config
The following entries are displayed on this screen:

» Option 82 configuration

Configure the Option 82 which cannot be assigned by the switch.

Option 82 Support: Enable or disable the Option 82 feature.

Existed Option 82 Select the operation for the existed Option 82 field of the
Field: DHCP request packets from the Host.

e Keep: Indicates to keep the Option 82 field of the packets.

¢ Replace: Indicates to replace the Option 82 field of the
packets with the switch defined one.

e Drop: Indicates to discard the packets including the

Option 82 field.
Customization: Enable or disable the switch to define the Option 82 field.
Circuit ID: Enter the sub-option Circuit ID for the customized Option 82
field.
Remote ID: Enl’gar the sub-option Remote ID for the customized Option 82
ield.
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10.5.2 DHCP Server

This page enables you to configure DHCP Servers on the specified interface.

Choose the menu Routing—DHCP Relay—DHCP Server to load the following page.
Add DHCFP Server Address

Intetrface IO WLAM W (1-4084)

Sener Address: (Format 192 168.2.1)

OHCP Server List
Select Interface (D Server Address

Mo entry in the table.

| an | [ Deete | [ Hep |

Mote:;
Each interface can add 10 DHCP Server IP address at most.

Figure 10-20 DHCP Server
The following entries are displayed on this screen:

> Add DHCP Server Address

Interface ID: Select the interface type and enter the interface ID.

Server Address: Enter the DHCP server IP address.

> DHCP Server List

Select: Select the desire DHCP server item.
Interface ID: Displays the interface ID.
Server Address: Displays the DHCP server address.

Configuration Procedure:

Step | Operation Description

1 Enable DHCP Relay. Required. On the Routing—DHCP Server—Global Config
page, enable the DHCP Server function, and the DHCP
Relay function will be enabled at the same time.

2 Configure  Option 82 | Optional. On the Routing—DHCP Relay—Global Config
support. page, configure the Option 82 parameters.

3 Configure DHCP Server. Required. On the Routing—DHCP Relay—DHCP Server
page, specify the DHCP Server with IP address.

10.6 Proxy ARP

Proxy ARP functions to realize the Layer 3 connectivity between the hosts within the same
network segment but isolated at Layer 2.
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When an ARP request of a host is to be forwarded to another host in the same network segment
but isolated at Layer 2, to realize the connectivity, the device connecting the two virtual networks
should be able to respond to this request. This can be achieved by the device running proxy ARP.

Within the same network segment, hosts connecting with different VLAN interfaces can
communicate with each other through Layer 3 forwarding by using proxy ARP function. The
following example simply illustrates how proxy ARP works.

Interface 3
192.168.3.1/24

Interface 2
192.168.2.1/24

Switch

PC A PCB
192.168.2.10/16 192.168.3.11/16

Figure 10-21 ARP Application

As shown in the figure above, PC A and PC B are in the same network segment but belong to
different VLANs respectively. When PC A wants to contact PC B, PC A will broadcast its ARP
request with Destination IP address of PC B in its ARP packet. As the two are in different VLANS,
the ARP request cannot be forwarded to PC B, and thereby the two cannot communicate with
each other. To realize the connectivity between the two PCs, we enable the Proxy ARP function for
the corresponding VLAN interface 2 and VLAN interface 3 on the Switch. Upon receiving the ARP
request of PC A, VLAN interface 2 responds to the request with its own MAC address instead of
PC B’s actual MAC address. When PC A sends a packet to the Switch which is actually destined to
PC B, the Switch just forwards the packet to PC B. The communication between PC A and B is
realized totally unaware of the Switch proxying for each other.

10.6.1 Proxy ARP

On this page you can enable Proxy ARP function for the VLAN interface.
Choose the menu Routing—Proxy ARP—Proxy ARP to load the following page.

Glohal Canfig
Search Default Route O Enable @& Disahle Apply
Proxy ARP Infarmation
Selact IP Address Mask Interface Interface Mame Status
[Fl v
[l 192.168.0.1 255.295.295.0 WLAR Enable
l Apply ] l Help ]

Figure 10-22 Proxy ARP
The following entries are displayed on this screen:
> Proxy ARP Config

Here you can configure the Proxy ARP function.
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Search Default
Route:

If enabled, default route is included when searching arp
proxy.

» Proxy ARP Information

Select:

IP Address:

Subnet Mask:

Interface:

Interface Name:

Status:

Select the desired item for configuration. It is multi-optional.

Displays the interface's IP address.
Displays the interface's subnet mask.
Displays the interface.

Displays the name of the interface.

Enable/Disable the items selected.

10.6.2 Application Example for Proxy ARP

> Network Requirements

1. PC A and PC B are in the same network segment but belong to VLAN2 and VLAN3
respectively.

2. The IP address of PC Ais 192.168.2.10/16 and the IP address of PC B is 192.168.3.11/16.

3. PCAand PC B can interconnect with each other by using Proxy ARP function.

> Network Diagram

Interface 3
192.168.3.1/24

Interface 2
192.168.2.1/24

Switch

PC A PCB

192.168.2.10/16 192.168.3.11/16

» Configuration Procedure

e Configure the Switch

Step | Operation Description
1 Create VLAN Required. On page VLAN—802.1Q VLAN—VLAN Config, create
VLAN 2 and VLAN 3, and configure their ports.
2 Create VLAN Required. On Routing—Interface—Interface Config page, create
Interface 2 VLAN Interface 2 with its IP address as 192.168.2.1, subnet mask as
255.255.255.0 and interface name as VLAN2.
3 Create VLAN Required. On Routing—Interface—Interface Config page, create
Interface 3 VLAN Interface 3 with its IP address as 192.168.3.1, subnet mask as

255.255.255.0 and interface name as VLANS.
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Step | Operation Description

4 Enable Proxy Required. On Routing—Proxy ARP—Proxy ARP page, enable Proxy
ARP ARP feature for VLAN interface 2 and VLAN interface 3.

10.7 ARP

This page displays the ARP table information.
Choose the menu Routing—~ARP—ARP Table to load the following page.

ARF Table
Interface IP Address MAC Address Type Ade Time {ming
WLARMT 192 168.05 94:de:B0:h4:.d0:51 Dwnamic 1710
[ Refresh ] [ Help ]
ARF count: 1

Figure 10-23 ARP Table

The following entries are displayed on this screen:

> ARP Table
Interface: Displays the network interface of arp entry.
IP Address: Enter the DHCP server IP address.
MAC Address: Displays the MAC address of ARP entry.
Type: Displays the type of ARP entry, e.g. Static, Dynamic.
Age Time(min): Displays the live time left before arp entry be deleted.
10.8 RIP

N ote:

Router mentioned in this chapter refers to the traditional router or the switch running routing
protocols.

RIP (Routing Information Protocol) is intended for use within the IP-based Internet. This protocol is
most useful as an Interior Gateway Protocol (IGP). RIP was designed to work with moderate-size
networks using reasonably homogeneous technology. Thus it is suitable as an IGP for many
campuses and for regional networks using serial lines whose speeds do not vary widely. It is not
intended for use in more complex environments.

RIP is a distance vector routing protocol, using UDP packets for exchanging information through
port 520.

RIP uses “hop” to measure the distance to a destination. The hop count from a router to a directly
connected network is 0. The hop count from a router to a directly connected router is 1. To limit
convergence time, the range of RIP metric value is from 0 to 15. A metric value of 16 (or greater) is
considered infinite, which means the destination network is unreachable. That is why RIP is not
suitable for large-scaled networks.

RIP prevents routing loops by implementing the split horizon and poison reverse functions.
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> RIP routing table

An RIP router has a routing table containing routing entries of all reachable destinations, and each
routing entry contains:

Destination address: IP address of a host or a network.

Next hop: IP address of the adjacent router’s interface to reach the destination.
Egress interface: Packet outgoing interface.

Metric: Cost from the local router to the destination.

Route time: Time elapsed since the routing entry was last updated. The time is reset to 0
every time the routing entry is updated.

> RIP timers

RIP employs three timers: update, timeout and garbage-collect.

Update timer: defines the interval between routing updates.

Timeout timer: defines the route aging time. If no update for a route is received within the
aging time, the metric of the route is set to 16 in the routing table.

Garbage-collect: timer defines the interval from when the metric of a route becomes 16 to
when it is deleted from the routing table. During the garbage-collect timer length, RIP
advertises the route with the routing metric set to 16. If no update is announced for that
route after the garbage-collect timer expires, the route will be deleted from the routing
table.

> Routing loops prevention

RIP is a distance vector (D-V) routing protocol. Since an RIP router advertises its own routing table
to neighbors, routing loops may occur.

RIP uses the following mechanisms to prevent routing loops.

Counting to infinity: The metric value of 16 is defined as unreachable. When a routing
loop occurs, the metric value of the route will increment to 16.

Split horizon: A router does not send the routing information learned from a neighbor to
this neighbor to prevent routing loops and save bandwidth.

Poison reverse: A router sets the metric of routes received from a neighbor to 16 and
sends back these routes to the neighbor to help delete such information from the
neighbor’s routing table.

Triggered updates: A router advertises updates once the metric of a route is changed
rather than after the update period expires to speed up network convergence.

» Operation of RIP

The following procedure describes how RIP works.

1) After RIP is enabled, the router sends request messages to neighboring routers. Neighboring
routers return Response messages including information about their routing tables.

2) After receiving such information, the router updates its local routing table, and sends triggered
update messages to its neighbors. All routers on the network do the same to keep the latest
routing information.

3) By default, an RIP router sends its routing table to neighbors every 30 seconds.

4) RIP ages out routes by adopting an aging mechanism to keep only valid routes.
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> RIP Version
RIP has two versions, RIPv1 and RIPv2.

RIPv1, a classful routing protocol, supports message advertisement via broadcast only. RIPv1
protocol messages do not carry mask information, which means it can only recognize routing
information of natural networks such as Class A, B, and C. That is why RIPv1 does not support
discontinuous subnets.

RIPv2 is a classless routing protocol. Compared with RIPv1, RIPv2 has the following advantages.
e Supporting route tags. Route tags are used in routing policies to flexibly control routes.
e  Supporting masks, route summarization and Classless Inter-Domain Routing (CIDR).
e Supporting designated next hops to select the best next hops on broadcast networks.
e Supporting multicast routing update to reduce resource consumption.

e Supporting plain text authentication and MD5 authentication to enhance security.

N ote:

RIPv2 has two types of message transmission: broadcast and multicast. Multicast is the default
type using 224.0.0.9 as the multicast address. The interface working in the RIPv2 broadcast mode
can also receive RIPv1 messages.

> RIP Message Format
1) RIPv1 message format

A RIPv1 message consists of a header and up to 25 route entries. The following figure shows the
format of RIPv1 message.

1] T 15 31
Header Command Version Must be zero
T AFl Must be zero
IP address
Route
Entries hust be zero
MMust be zero
i Meatric

Figure 10-24 RIPv1 Message Format
The detailed explanations of each field are stated as following:
e Command: Type of message. 1 indicates request, and 2 indicates response.
e Version: Version of RIP, 0x01 for RIPv1.
e AFI: Address Family Identifier, 2 for IP.

e [P Address: Destination IP address of the route. It can be a natural network, subnet or a
host address.

e Metric: Cost of the route.
2) RIPv2 message format

The format of RIPv2 message is shown as the following figure. It is similar to RIPv1.
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Header Command Yearsion Linused
T AF] Route tag
IP address
Route
Entries Subnet mask
MNext hop
l Metric

Figure 10-25 RIPv2 Message Format
The detailed explanations of each field are stated as following:
e Version: Version of RIP. For RIPv2 the value is 0x02.
e Route Tag: Route Tag.

e |P Address: Destination IP address. It can be a natural network address, subnet address
or host address.

e Subnet Mask: Mask of the destination address.

e Next Hop: If set to be 0.0.0.0, it indicates that the originator of the route is the best next
hop; otherwise it indicates a next hop better than the originator of the route.

> RIPv2 authentication

RIPv2 sets the AFI field of the first route entry as OXFFFF to identify authentication information.
See Figure 10-26.

0 7 15 3
Command Version Unused

(xFFFF Authentication type

Authentication {16 octets)

Figure 10-26 RIPv2 Authentication Message

e Authentication Type: A value of 2 represents plain text authentication, while a value of 3
indicates MD5 authentication.

e Authentication: Authentication data, including password information when plain text
authentication is adopted or including key ID, MD5 authentication data length and
sequence number when MD5 authentication is adopted.

N ote:

RFC 1723 only defines plain text authentication. For more information about MD5 authentication,
please see RFC 2453 RIP Version 2.

This function includes three submenus: Basic Config, Interface Config and RIP Database.

10.8.1 Basic Config

RIP (Routing Information Protocol) is a dynamic router protocol with Distance Vector Algorithms.
You could configure the protocol below to active as you like.
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Choose the menu Routing—RIP—Basic Config to load the following page.

RIF Enable

RIF Protocol: ) Enable @& Disahle Apply

Global Config
RIP Version:
RIP Distance:
Auta Summany:
Default Metric:
Redistribute Static:

Redistribiute OSPF:

Redistribiute Static Metric:
Redistribiute OSFF Metric:

Lipdate Timer:
Timeaut Timer:

Garbage Timer:

Metwork Enable

Add Metwork:

RIF Metwork List
Select

120

12

i(1-245)

Enable Disahle

(1-15)

Enahle Disahle

Enahle Disahle C]

0 {0-14)
0 {0-14)
30 sec (1-100, default:30)
180 sec (1-300, default180)
120 sec (1-500, default120}
fformat: 192.165.0.0) :]
Added Metwork
No entry in the table.
| an | [ petete | [ Hep |

Figure 10-27 RIP Basic Config

The following entries are displayed on this screen:

>

RIP Enable

RIP Protocol:

Global Config

RIP Version:

Choose to enable or disable the RIP function. By default is
disable.

Choose the global RIP version.

Default: send with RIP version 1 and receive with both
RIP version 1 and 2.

RIPv1:send and receive RIP version 1 formatted packets
via broadcast.

RIPv2:send and receive RIP version 2 packets using
multicast.
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>

You could add the network to enable RIP protocol here, so the interface in the network would

RIP Distance:

Auto Summary:

Default Metric:

Redistribute Static:
Redistribute OSPF:
Redistribute Static

Metric:

Redistribute OSPF
Metric:

Update Timer:
Timeout Timer:

Garbage Timer:

Network Enable

enable RIP protocol.

>

RIP Network List

Set the RIP router distance.

If you select enable groups of adjacent routes will be
summarized into single entries, in order to reduce the total
number of entries The default is disable.

Set the default metric for the redistributed routes. The valid
values are (1 to 15).
Choose to distribute Static router entries to RIP, the default is

disable.

Choose to distribute OSPF router entries to RIP, the default is
disable.

Set the metric of redistributed Static routes. The valid values
are (0 to 15).

Redistribute OSPF Metric Set the metric of redistributed
OSPF routes. The valid values are (0 to 15).

The timer interval to generate a complete response to every
neighboring gateway.

Upon expiration of the timeout, the route is no longer valid and
set to unreachable.

Upon expiration of the garbage-collection timer, the route is
finally removed from the tables.

Display the network enabled in the list. You could choose to delete the network here.

10.8.2 Interface Config

On this page, you can configure advanced parameters for the RIP.

Choose the menu Routing—RIP—Interface Config to load the following page.

Interface Config
Select IP Addressitfask Status
]

Send Version

RIPw2 Passive

Receive Version ElieErlean e

Authen Mode Key D Key SplitHorizan  Poison Rewerse
v v v v v v

No entry in the table.

o ] [Capey | [ Hew |

Note:

Ifyou choose MD4' the key ID may be in range from 1 to 255,
Figure 10-28 RIP Interface Config
The following entries are displayed on this screen:

» Interface Config

Select: Select the interface for which data is to be configured.

IP Address/Mask: The interface IP address and subnet mask. You cannot

change it here.
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Status: The interface RIP status(up or down) is decided by the
network status. You cannot change it here.

Send Version: Select the version of RIP control packets the interface should
send from the pulldown menu.

e RIPv1:send RIP version 1 formatted packets via broadcast.
e RIPv2:send RIP version 2 packets using multicast.

Receive Version: Select what RIP control packets the interface will accept from
the pulldown menu.

e RIPv1:accept only RIP version 1 formatted packets.
e RIPv2:accept only RIP version 2 formatted packets.

RIPv2 Broadcast: This is a RIP version 1 compatibility mode. Enable RIPv2
Broadcast will send RIP version 2 formatted packets via
broadcast.

Passive Mode: Suppress routing updates on an interface.

Authen Mode: Select an authentication type.

e None: This is the initial interface state. If you select this
option from the pulldown menu no authentication protocols
will be run

o Simple: If you select 'Simple' you will be prompted to enter
an authentication key. This key will be included, in the
clear, in the RIP header of all packets sent on the network.
All routers on the network must be configured with the
same key.

e MD5: If you select 'MD5' you will be prompted to enter both
an authentication key and an authentication ID. All routers
on the network must be configured with the same key and
ID.

Key ID: Enter the RIP Authentication Key ID for the specified interface.
If you choose not to use authentication or to use 'simple' you
will not be prompted to enter the key ID.

Key: Enter the RIP Authentication Key for the specified interface. If
you do not choose to use authentication you will not be
prompted to enter a key. If you choose 'simple' or 'MD5' the
key may be up to 16 octets long.

Split Horizon: Split horizon is a technique for avoiding problems caused by
including routes in updates sent to the router from which the
route was originally learned. If you enable split horizon, a route
will not be included in updates sent to the router from which it
was learned.

Poison Reverse: If you enable poison reverse, a route will be included in
updates sent to the router from which it was learned, but the
metric will be set to infinity.

10.8.3 RIP Database

On this page, you can view the RIP Route Table. RIP routing table is independently maintained by
RIP. It records the routing information generated by RIP, which is displayed on this page.
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Choose the menu Routing—RIP—RIP Database to load the following page.

RIF Routing Table
Destination Network MNext Hop Metric Interface Name Timer(s)

No entry in the table.

Entry count, 0
Figure 10-29 RIP Database
The following entries are displayed on this screen:

> RIP Routing Table

Destination Network: The destination IP address and subnet mask.

Next Hop: The IP address of the next hop.

Metric: The metric to reach the destination IP address.

Interface: The gateway interface name.

Timer(s): The timer of the route entry. If the timeout timer expires, the

route entry metric will be set to infinity and the destination
would be unreachable.

10.8.4 Application Example for RIP

> Network Requirements

e |P addresses of Switch A's three interfaces are 1.1.1.1/24, 2.1.1.1/24, 3.1.1.1/24 respectively.
IP addresses of Switch B's three interfaces are 1.1.1.2/24, 10.1.1.1/24, 11.1.1.1/24
respectively.

e RIP is required to be enabled in all interfaces of Switch A and B. Network shall be
interconnected between Switch A and B with the use of RIPv2.

> Network Diagram

Gi 1/0/3
11.1.1.1/24

Gi 11043
3.1.1.1724

Switch A Switch B

Gi 1/0/1
1.1.1.1/24
Gi 1/0/2 Gi 1/0/1 Gi 1/0/2
2.1.1.1/24 1.1.1.2/24 10.1.1.2/24
» Configuration Procedure
e Configure Switch A
Step | Operation Note
1 Enable RIP Required. On page Routing—RIP—Basic Config, enable RIP,

select RIPv2 as RIP version.

2 Enable the network | Required. On page Routing—RIP—Basic Config Network Enable
segments  where | part, add network segments 1.1.1.0, 2.1.1.0, 3.1.1.0, and enable
the interfaces are | RIP in these network segments. These network segments will be
located displayed in RIP Network List after they are successfully added.
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e Configure Switch B

Step | Operation Note

1 Enable RIP Required. On page Routing—RIP—Basic Config, enable RIP,
select RIPv2 as RIP version.

2 Enable the network | Required. On page Routing—RIP—Basic Config Network Enable
segments  where | part, add network segments 1.1.1.0, 10.1.1.0, 11.1.1.0, and enable
the interfaces are | RIP in these network segments. These network segments will be
located displayed in RIP Network List after they are successfully added.

10.9 OSPF

OSPF (Open Shortest Path First) is a routing protocol based on link state and also an internal
gateway protocol, which is developed and recommended by IETF. The OSPF protocol standard in
current use for IPv4 network is OSPF Version 2, which is defined specifically in RFC2328 and will
be introduced generally in this Guide.

> Introduction
1. OSPF Features
OSPF protocol is a popular routing protocol in networking with the following features.

e Fast convergence — It could send update packets immediately upon the change of network
topology, to quickly synchronize the update for the routers in the autonomous system.

e Due to the rapid convergence, OSPF routing protocol acts with great speediness and stability
in the large-scale network, and is not prone to some harmful routing information.

e OSPF protocol introduces the concept of area — to manage the autonomous system by area,
which means the routers only need to synchronize the link state database with the other
routers in the same area. Thus, the smaller link state database requires lower memory
consumption from the routers, and the less routing information to manage also releases
certain CPU resources for the routers and meanwhile reduces the network bandwidth
occupied by the routing information.

e OSPF protocol supports multiple equal-cost routes to one destination for load balance, thus to
perform more efficient data forwarding.

e  OSPF supports VLSM route addressing by variable-length subnet mask.

e OSPF supports the message authentication based on interfaces, thus to guarantee the
security of message interaction and routing calculation.

e OSPF supports using the reserved multicast address in the link of specific network type, to
reduce the influence on the other irrelevant routers.

2. OSPF Common Scenario

OSPF protocol is usually applied in the large complex network environment. Shown as below is
the instance diagram of a large company, where the large network is divided by department. OSPF
protocol works as the fundamental routing protocol among routers, which could guarantee not only
the message interaction but also the network independence among departments.

173




Marketing Dept.

Backbone
Network

Product Dept.
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Figure 10-30 Common Scenario for OSPF routing protocol

The network topology is more prone to changes in an autonomous system of larger size. The
network adjustment of any one router could destabilize the whole network and cause massive
OSPF packets to be forward repeatedly, and all the routers need to recalculate the routes, which
would waste lots of network resources. In this case, area partition would be an effective solution.
The routers only need to maintain the same link state database in their own area, and then the
ABR would collect the routing information from different areas and advertise to other areas. For
more details about area partition, please refer to the following chapters.

» OSPF Principles

This section would introduce in details the working principles of OSPF protocol. First of all, let’s get
to know some basic concepts about the OSPF routing protocol.

1. Autonomous System

Autonomous System, short for AS, is a set of routers using the same routing protocol to exchange
routing information. OSPF, working within an AS, is an internal gateway protocol.

2. Router ID

A router running OSPF protocol identifies its uniqueness by its router ID — a 32-bit unsigned
integer, which could be manually assigned by the administrator or automatically selected by the
router itself. In case different routers might obtain the same ID in automatic selection, you are
recommended to configure router ID manually.

In RFC protocol, two means of automatically electing router ID are recommended:

o If the loopback interfaces are configured, the highest IP address among them will be selected
as the router ID.

e If no loopback interface is configured, the highest IP address among those of active router
interfaces will be selected as the router ID.

The good stability of loopback interfaces (always in active state as long as the router boots)
ensures that every time the router boots it would automatically elect the loopback interface IP
address as the router ID which is thus always invariant outward. To ensure the uniqueness of the
router ID, it is recommended to manually configure the router ID or the loopback interface.
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In the automatic election, the router would in the first place select the highest loopback interface IP
address as the router ID. If the router doesn’t pre-define the loopback interfaces, it would select the
highest physical interface IP address as the router ID.

3. OSPF Network Types

OSPF, a dynamic routing protocol running in the network layer, would apply different working
mechanism according to the features of different data link layers. There are four sorts of
relationships between the working mechanism of OSPF routing protocol and network type.

1) Broadcast: When the network type is Ethernet or FDDI, OSPF protocol would broadcast the
Hello, LSU and LSAck packets. For instance, the Hello packet is multicast to the other OSPF
routers in the LAN and the destination address is the reserved 224.0.0.5, while the other
routers forward the link state update and acknowledgement data to OSPF DR with the
reserved multicast address as 224.0.0.6. In such broadcast type of network the DD and LSR
packets are unicast.

2) NBMA (Non-Broadcast Multi-Access): In such type of network as frame relay, ATM or X.25,
where the routers need extra configuration to find neighbors, the OSPF protocol packets are
unicast.

3) P2MP (Point-to-MultiPoint): In general, P2MP type of network is converted from NBMA,
where the Hello packet is multicast (224.0.0.5), LSU and LSAck packets are multicast
(224.0.0.5) or unicast, DD and LSR packets are unicast.

4) P2P (Point-to-Point): When the link layer protocol is PPP or HDLC, the link always connects
a pair of routers, who could generally establish an adjacency relationship after becoming valid
neighbors. In this type of network, the protocol packets are multicast (224.0.0.5).

Our switches are all Ethernet ones. The network type of all the interfaces defaults to Broadcast,
and it also supports to be configured as P2P type that can automatically find neighbors. To ensure
the communication of multi-point networking, it's not recommended to manually configure the
network type of interfaces. In the following guide, we will mainly take the broadcast type of
interface for example to introduce the working principle of OSPF protocol.

4. Designated Router and Backup Designated Router

On broadcast networks or NBMA networks, usually there are multiple routers running OSPF
protocol at the same time. If the neighbor relationship between any two routers is adjacency, the
change of one router could result in the repeated forwarding of route updates and a waste of
network resources.

DR (Designated Router) and BDR (Backup Designated Router) defined by OSPF protocol would
maintain the entire network, while the other routers only need to establish adjacency relationships
with DR and BDR. DR is responsible to flood the routing information in the network to all the
neighbors. When DR fails, BDR will become the new DR, which avoids network block during the
DR re-election. Then a new BDR needs to be re-elected for sure, but the process would not affect
the communication even though it still requires quite a long time. Once DR and BDR are
determined in a network, unless they become invalid, any new routers joining or exiting would not
cause re-election.

As shown below, on a network of five routers, ten adjacency relations need to be established if one
between every two routers, but only seven adjacencies are required if DR and BDR are introduced.
To conclude, on a network of N routers, N*(N-1)/2 adjacencies are required in general, but the
adjacencies required will be (N-2)*2+1 if DR and BDR are introduced. Therefore, the more routers
on the network, the more significant the advantages will be.
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Physical Connection
— — — - Adjacency Relation

Figure 10-31 Diagram of DR/BDR Adjacency Relation

DR or BDR is determined by the interface priority and router ID. First of all, whether a router could
be the DR or BDR on a network is decided by its interface priority. The one of highest priority
would be elected as DR or BDR; while if all the interfaces are of the same priority, it would then be
decided by the router ID. In conclusion, DR or BDR is the feature of a certain interface of the router
which indicates the status of the router in a network segment rather than the features of the router
on the network. Every network segment needs to elect a DR and a BDR to synchronize the routing
information. The configuration of router interface parameters needs to be done on the basis of
network planning.

» OSPF Working Process

In the following, we would take the example of two routers initiating interface OSPF protocol to
introduce the working process of OSPF routing protocol in the Ethernet model.

1) The router interface initiates the OSPF protocol, and then the interfaces in the same network
segment would discover neighbors by sending Hello packets. If the interfaces are connected
on the same public data link, and the area IDs, authentication information, network subnet,
Hello data interval and neighbor router dead-interval are all matched, the two routers would
put each other in its neighbor table.

2) If the receiver discovers its own ID on the neighbor table of the Hello packet, a successful
mutual communication would be established. And then they will elect DR and BDR according
to such parameters as the interface priority and the router ID, while if DR and BDR already
exist in the network, they will be accepted.

3) After DR and BDR are determined, the master and slave one will be elected between the
DR/BDR and the other routers on the network, and then the link state database
synchronization will start.

4) On the network the routers and DR/BDR will mutually unicast the link state data to advertise
LSA, until all the routers establish an identical link state database. During the synchronization
of link state database, if the database description packet sent contains an updated LSA or a
LSA the receiver doesn’t have, the receiver would send request for the details of this LSA via
LSR packets. In other words, in any phase of DD exchange, as long as the received DD
packet contains new LSA information, the receiver could send LSA request for
synchronization. The routers receiving the LSR packet will unicast the LSU packet carrying
LSA to the other end.
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1.

After two routers have finished the synchronization of link state database, a complete
adjacency relation will be established.

When the intra-area routers have an identical link state database, each of them will calculate
a loop-free topology through SPF algorithm with itself as the root thus to describe the shortest
forward path to every network node it knows, and create a routing table according to the
topology of shortest forward path and provide a basis for data forwarding.

After the establishment of routing table, if the network remains stable, the neighbors would
discover and maintain their neighbor relationships by sending out Hello packets at regular
intervals. And the adjacent routers would recalculate the routing table by periodical LSA
update in order to maintain valid entries in the routing table.

Any new routers joining the network will accept the current DR/BDR and synchronize the link
state database with them until a complete adjacency relation is established. During
synchronizing the link state database, DR/BDR will obtain LSA from the newly-joint routers
and then flood this LSA to the adjacent routers who then will flood it to the other ports till the
entire network.

Work Flow Diagram

The diagram below takes two routers for example to introduce in the Ethernet module the detailed
steps of two routers from failure state to complete adjacency state and the relevant packet types
involved in the process.

Note:

To facilitate the description the diagram below shows the LSA synchronization after the DD
exchange, while in reality these two processes are simultaneous.
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Figure 10-32 Steps to Establish a Complete Adjacency Relation
2. Flooding

As Figure 10-32 shows, two random routers will synchronize the link state database via LSA
request, LSA update and LSA acknowledgement packets. But in the actual module of router
network, how do the routers flood the change of local network to the entire network through LSA
update packets? Figure 10-33 will introduce in details the flooding of the LSA update packets on
the broadcast network.
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Figure 10-33 Flooding of the LSA
1) DROthers multicast the LSA update of its directly-connected network to DR and BDR.

2) After receiving the LSA update, DR floods it to all the adjacent routers.

3) After receiving the LSA update from DR, the adjacent routers flood it to the other OSPF
interfaces in their own areas.

> Area and Route Summarization

OSPF protocol gets every router in the network to obtain a complete network topology through
adjacency relationship, thus to calculate the routing table and accomplish the forwarding of
network data. As the network grows in size, every router has to spend plenty of resources to store
LSDB and calculate routing table, so any delicate changes in the network topology will require the
routers in the entire network to re-synchronize and re-calculate, which will cause the network to be
in the state of frequent “oscillation”.

In order to run effectively and efficiently in a large-scale network, OSPF protocol can divide the
routers in an autonomous system into logic areas identified by Area ID. After the area partition, the
intra-area routers will accomplish the route addressing and data forwarding according to the
standard OSPF routing protocol. While the boundary routers of multiple areas will have to
summarize the information from the routers of all areas to the backbone area that is identified as
Area 0, and then the backbone area will advertise these summary to the other areas. As below is
the model of area partition.

Figure 10-34 Area Model

As shown above, a large-scale network is divided into three areas: Area 0, Area 1 and Area 2.
Area 1 and Area 2 exchange the routing information via Backbone Area, which has to maintain its
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network connectivity at all time. The non-backbone Area 1 and Area 2 cannot communicate
directly with each other, but they can exchange routing information through the backbone Area 0.
On large-scale networks, an appropriate area partition can help greatly to save network resources
and enhance the speed of the routing.

After the area partition in the network, routers of different type need to accomplish different tasks.
Different areas need to transmit the routing information to the backbone area in different ways,
due to their different locations relative to the backbone area. In the following, we will introduce the
details involved after the area partition.

1. Router Type

As Figure 10-35 shows, after the area partition of the network, the routers need to accomplish
different tasks due to their locations in different areas, according to which the routers can be
classified into 4 types: Internal Router (IR), Backbone Router (BR), Area Boundary Router (ABR)

and Autonomous System Boundary Router (ASBR).

Figure 10-35 Classification of Routers

Responsibilities of different routers divide as Table 10-2.

Router
Name

Features

Responsibility

IR

All the routing
interfaces belong to
the same area

Flood and exchange its all link and interface information with
the adjacent routers in the same area, thus to synchronize
the link state database with the intra-area routers.

BR

At least one routing
interface belongs to
the backbone area

Summarize the routing topology information from all areas in
AS via ABR and forward the communication data for all
areas.

ABR

Connect one or
more areas to the
backbone area

Maintain independent link state databases for different
areas, and deliver the topology information of each area to
the other areas via the backbone area.

ASBR

Connect with the
routers outside the
OSPF AS by other
routing protocol

Maintain independent routing tables for different routing
protocols, import the routing information learned by other
routing protocol to OSPF domain through a certain standard,
and then establish a uniform routing table.

2.

Virtual Link

Table 10-2 Router Types

In practice, some physical restrictions might keep ABR of some areas from directly connecting to
the backbone area, which can be solved by configuring an OSPF virtual link. Virtual link sketch is
shown as below.
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Figure 10-36 Virtual Link Sketch

As in Figure 10-36, ABR of Area 2 has no physical link to connect directly with the backbone area,
in which case Area 2 could not communicate with others without configuring a virtual link. Then a
virtual link between ABR1 and ABR2, passing through Area 1, could provide a logical link for Area
2 to connect with the backbone area.

A virtual link is a point-to-point connection between two ABRs. Hence, simply configuring the
virtual link parameters on two ordinary router interfaces makes two ends of the virtual link. Two
ABR directly forward the OSPF packets to each other’s interface IP address, while the OSPF
routers between them transmit these packets as regular IP packets.

In general, configuring a virtual link is a temporary means to fix the problems of network topology,
which usually would to certain degree complicate the network. Therefore, when networking in
reality, a virtual link should be avoided if possible.

3. Route Types

OSPF prioritize routes into four levels:
1) Intra-area route

2) Inter-area route

3) Type-1 external route: It has high credibility and its cost is comparable with the cost of an
OSPF internal route. The cost from a router to the destination of the Type-1 external route
equals to the cost from the router to the corresponding ASBR plus that from the ASBR to the
destination of the external route.

4) Type-2 external route: It has low credibility, so OSPF considers the cost from the ASBR to the
destination of the Type-2 external route is much bigger than the cost from the ASBR to an
OSPF internal router. Therefore, the cost from the internal router to the destination of the
Type-2 external route equals to that from the ASBR to the destination of the Type-2 external
route. If two routes to the same destination have the same cost, then take the cost from the
router to the ASBR into consideration.

Intra-area route and inter-area route describe the internal network structure of the autonomous
system, while the external routes tell how to select the route to the destination outside the
autonomous system.

4. Stub Area and NSSA Area

An area that can connect to the autonomous system and forward the communication data to
external areas only through ABR could be set as Stub Area. Once an area is set to be Stub Area,
ABR would no longer flood the external routing information described by the AS-External LSA to it,
and meanwhile a default route with a target network 0.0.0.0 would be generated. This default
routing would be announced to the other routers in the area. All the packets forwarded to external
areas would be sent to ABR and then be forwarded outwards through it. Since there is no need to
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learn about the routing information from other areas, the size of the routing table of the routers in
the stub area as well as the number of the routing message transferred would be reduced greatly.

NSSA (Not-So-Stubby-Area) has a lot in common with stub area, but is not completely the same.
NSSA doesn’t allow ABR to import the external routing information described by AS-External LSA,
either. But it does allow ASBR in the area to spread in the NSSA the routing information as Type-7
LSA, which is learned by other routing protocols. Upon receiving it, ABR in the area would
transform it to AS-External LSA and then flood to the whole autonomous system.

5. Route Summarization

Route summarization is to summarize routing information with the same prefix with a single
summarization route and then distribute it to other area. Via ABR route summarization a Summary
LSA will be distributed to other areas, while via ASBR route summarization an AS-External LSA
will be distributed to the entire AS. Therefore, route summarization will greatly reduce the size of
LSBD.

ABR Route Summarization: When the network reaches a certain size, to configure route
summarization on the ABR could summarize the intra-area route to be a wider one and then
distribute it to other areas, which could receive less the routing entries. As Figure 10-37 shows, in
Area 1 ABR1 can configure a summarization route 192.161.0.0/16 and advertise it to the
backbone area, while in Area 2 ABR2 can configure an summarization route 192.162.0.0/16 and
advertise it to the backbone area.

Please pay attention to that, if the network is planned to be discontinuous subnets, you need to
configure the route summarization with great caution; otherwise, it might cause some unreachable
network conditions. As Figure 10-38 shown, configuring the summarization route 192.161.0.0/16
on ABR1 and ABR2 might result in the inaccessible routing. Under such circumstance, it is
suggested to configure route summarization on only one ABR.

ASBR Route Summarization: If a route summarization is configured on an ASBR, the
AS-External LSA in the specified address range will be summarized. When NSSA is configured,
Type-7 LSA in the specified address range will also be summarized. Following a similar principle
with ABR route summarization, ASBR summarizes routes of different type.

190.0.3.0/24 190.0.1.0/24

190.0.2.0424

@192.161.30.04'24

192.161.10.0/24
I

Backbone Area N
ABR2 192.162.90.0/24

192.161.40.0/24 o

.

192.162.80.0/24

192.161.20.0/24
Areal

Figure 10-37 ABR Route Summarization
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Figure 10-38 Discontinuous Network Segment

> Link State Database

When the routers in the network completely synchronize the link state database through LSA
exchanges, they can calculate the shortest path tree by basing themselves as the root node. The
OSPF protocol routing calculation is simply presented as below.

1) Each OSPF router would generate LSA according to its own link state or routing information,
and then send it through the update packets to the other OSPF routers in the network. LSA is
to describe the network topology and the routing information. For instance, Router-LSA
describes the link state of routers; Summary-LSA describes the inter-area route; and so on.

2) Each OSPF router collects LSA advertised by the other routers to form an LSDB. All the
Router-LSA and Network-LSA in the LSDB describe the entire intra-area network topology,
while the other types of LSA describe the route to a certain destination in other areas or
external AS.

3) When all the routers in the network completely synchronize their LSDB, each OSPF router will
calculate a loop-free topology by SPF algorithm to describe the shortest path to every
destination in the network as it knows. This loop-free topology is so-called the SPF algorithm
tree.

4) Each router will establish its own routing table according to the SPF algorithm tree.
» OSPF Protocol Packet Type

During the entire learning process, OSPF routing protocol uses five types of packet, all of which
are IP packets. The packets with 89 as its IP header protocol segment are OSPF ones. This
device abides by the standard RFC protocol. And we are going to introduce the packet formats
involved in the course of OSPF routing protocol running according to the definition by RFC
documentation, and attached with the images and the meaning of key segments.

1. OSPF Header

In the course of routing learning, OSPF uses five types of packet, which have the same OSPF
header, as shown below.
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Figure 10-39 OSPF Header

Version: The version number of OSPF run by this device. For instance, the OSPF run by our
IPv4 devices is of Version 2, and that run by IPv6 devices is of Version 3.

Type: The type of this packet. There are totally five types of OSPF packets, as shown in the
table below.

Type Code | Packet Name
1 Hello Packet
2 Database Description Packet
3 Link State Request Packet
4 Link State Update Packet
5 Link State Acknowledgement Packet

Table 10-3 OSPF Packet Type
Router ID: ID of the router sending this packet.
Area ID: ID of the area that the router interface sending this packet belongs to.

Authentication Type: The authentication type applied by this packet. The segment marked
with * in the rear is regarded as essential information of authentication, as shown in the table
below.

Type | Authentication Features

Code Name

0 Non-Authentication | The 64-bit authentication information fields behind are all 0.

1 Plain-text The 64-bit authentication information behind is the password
Authentication to authenticate.

2 MD5 Ciphertext The Key ID, authentication data length and encryption serial
Authentication number work together to perform MD5 Ciphertext
Authentication

Table 10-4 Authentication Type
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2.

HELLO Packet

OSPF routers send Hello packets to each other to find neighbor routers in the network and to
maintain the mutual adjacency relationship. Only when two routers send Hello packets carrying
the same interface parameters, can they become neighbors.

3.

I: 32 bits - I
i} i 8 ] &
Version 1 Packet length
| Router ID
a
2 Area ID
I
g Checksum Autype
a
Ox0000* Key ID* Auth Data Len™
Cryptographic sequence number*

Metwork Mask

Hellalnterval Options Rtr Pri

RouterDeadinterval

Designated Router |ID

Backup Designated Router |D

MNeighbor ID

|
Meighbaor ID

Figure 10-40 HELLO Packet

Netmask: Netmask of the router interface forwarding Hello packet. Only when the netmask of
the forwarding interface and that of the receiving interface coincide, can these two routers be
neighbors.

Hello Interval: Interval of a sequence of Hello packets sending by the forwarding interface.
Only the routers with the same Hello interval can become neighbors.

Router Priority: This field decides the election result for DR/BDR in the network segment.
The greatest value means the highest priority of the advertising router and also the possibility
of being elected as the DR in the segment, while the value 0 means no election right.

Router Dead Interval: When the receiving router doesn’t receive another Hello packet
update from the advertising router within the specified age time, it will delete the advertising
router from its neighbor table. Only routers with the coincident dead interval can be neighbors.

Designated Router ID: The interface IP of the router specified by the advertising router in the
advertising interface network.

Backup Designated Router ID: The interface IP of the backup router specified by the
advertising router in the advertising interface network.

Neighbor: All the neighbor tables of the advertising router, listing the neighbor interface IP
addresses in each interface network segment.

DD Packet

Two routers after becoming neighbors will send to each other the header of all routing information
in its link state database through the DD packets, in which way the receiving router could
synchronize the database.
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4.

Y

I: 32 bits I
il i} 8 ] &

Version 2 Packet length
Router 1D
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I

5 Checksum Autype

o

Ox0000* Key ID* Auth Data Len™
Cryptographic sequence number*

Interface MTU Options 00000

=
wn=

DD sequence number

LSA Header

Figure 10-41 DD Packet

Interface MTU: Size in bytes of the largest IP packet that can be sent out by the routing
interface of the advertising router.

I: The Initial bit. During the synchronization of link state database between two routers, it may
require multiple DD packets to be forwarded, among which the first DD packet will set its initial
bit to 1, while the others 0.

M: The More bit. When the forwarded DD packet is not the last one database, it will set its
More Bit to 1, while the last DD packet will set the M-Bit to be 0.

MS: The Master/Slave bit. Before the synchronization of the link state database between two
routers, master/slave router needs to be elected, which in general is decided by such
parameters as the router priority, router ID and etc. After the election, the master router will
dominate the process of database synchronization. The DD packet forwarded by the master
router would set its MS bit to 1, while that by the slave router would set the MS bit to 0.

DD Sequence Number: After the master/slave router having been elected, the master router
randomly determines the sequence number of the first DD packet, and then the sequence
number of the following DD packets increments by one. In this way, the whole synchronization
process will carry on in good order.

LSA header: The LSA header of the whole or partial link state database of the advertising
router, whose uniqueness identifies a LSA.

LSR Packet

During the synchronization of the link state database between two routers, if one router finds an
updated LSA or an LSA it doesn’t have in the DD packet forwarded, it could send a LSR packet to
request for a complete LSA.
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Figure 10-42 LSR Packet

1) Link State Type: The type of LSA. There are 11 types of LSA in total: Router LSA, Network
LSA, Network Summarization LSA, ASBR Summarization LSA, and so on. In the following, all

these would be introduced in details.

2) Link State ID: It has different meanings for different types of LSA. The Link State ID of Router
LSA stands for the ID of advertising router; that of Network LSA stands for the interface IP
address of the DR; and that of Network Summarization LSA stands for the IP address of the

network or subnet advertised; and etc.

3) Advertising Router: Router ID of the router advertising this LSA.

5. LSU Packet

When one router receives an LSR, it would send an LSU packet to inform the other the complete
LSA information. The router receiving the LSA update will re-encapsulate this LSA and then flood

it.

L J

32 bits:

A

Cryptographic sequence number*

| & 8 I &
Wersion 4 Packet Length
i Router ID
3
a Area ID
I
E Checksum Authtype
]
i Ox0000* Key ID* Auth Data Len®

#LSAs

LSA

Figure 10-43 LSU Packet

1) LSA Quantity: The quantity of LSA included in the LSU.

2) LSA: A complete description of LSA.
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6. LSAck Packet

When receiving a LSU, the router will send to the router forwarding the LSU packet a LSAck
packet including the LSA header it receives to confirm whether the data received is correct.

7. LSA

OSPF protocol defines area and multiple router types. Via various sorts of LSA, different types of
router complete routing update caused by network changes. OSPF protocol defines 11 types of
LSA, which all have the same LSA header. As shown below, every LSA is unique in the network,
and could be identified uniquely by the key field of LSA header.

| 22 bits
8 | 8 8 8

LS age Options LS type

x

Link State |D

Advertising Router 1D

LS sequence number

LS checksum length

Figure 10-44 LSA Header

1) Age: The time passed since the LSA is generated. When the age goes over the threshold
value set by the router system, which is one hour, and the router doesn’t receive an LSA
update, it will delete this LSA.

2) Type: The type of LSA. Table 10-5 enumerates several common features of LSA.

3) Link State ID: It has different meanings for different types of LSA. For details please refer to
the RFC documentation.

4) Advertising Router: ID of the router advertising this LSA.

5) Sequence Number: It indicates the uniqueness of a certain LSA, whose update would be
flooded to the network by adding 1 to the sequence number.

In the table below are the features of 6 types of common LSA.

Type Name Features
Code

1 Router LSA _Orlglnates from. all the routers, and describes the router
interface which itself has already run the OSPF features and
then spreads in its advertising area.

2 Network LSA erglnates from DR, and describes the link state of all rout.erslln
its connected network segment and then diffuses in its
advertising area.

3 Network Originates from ABR, and describes the routers of all segments
in the area and then advertises to the backbone area, the

Summary LSA . ) . .
routers in which area will re-summarize and then announce to
the other area.

4 ASBR Originates from ABR, and describes the routers from ABR to
ASBR and advertises the path to ASBR to the area ABR

Summary LSA
connects.
Originates from ASBR, and describes the external route and the

5 AS External ) : . .

LSA accessible network obtained by other routing protocols. This
type of LSA will be flooded to the entire autonomous system.
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Type Name Features
Code

6 NSSA Originates from ASBR in the NSSA. The content of this LSA is
External LSA | the same as that of AS external LSA, but it would be advertised
only to NSSA. ABR can transform this type of routing information
to AS external LSA and then flood it to the entire AS.

Table 10-5 Types of LSA
» OSPF Features Supported by the Switches

This switch, supporting standard OSPF routing features, is applicable to multiple network
environments and able to meet the common networking requirements in the Ethernet scene. The
OSPF features supported are listed as follows.

1) Multi-process — The switch can establish multiple routing processes, independent of each
other and having independent database. Each routing interface belongs only to one specific
process. In short, multi-process on one switch is to divide one switch into several independent
switches logically.

2) Area Partition — The switch can divide an autonomous system into different areas according
to the user-specified principle. The routers in the same area only need to synchronize LSA
with the other routers in its area, which can save routing resources and lower routing
performance requirements, thus to reduce networking cost.

3) Configuration of multiple equal-cost routes to balance load and backup lines.

4) Route redistribution —OSPF can import routing information learned by other routing protocols
or other OSPF processes.

5) Plaintext authentication and MD5 authentication supported when two neighbor routers in the
same area are performing message interaction, which can improve the security.

6) Customized configuration of multiple interface parameters, including the interface cost, the
retransmit interval, the transmit delay, the router priority, the router dead time, the hello
interval and authentication key, etc. in order to satisfy multiple network requirements with
flexibility.

7) Configuration of virtual link — When a network being divided into several areas, it can connect
the areas physically located far away to the backbone network through virtual link.

8) Configuration of Stub Area and NSSA.

9) ABR route summarization — to summarize the intra-area routing information with the same
prefix with a single route and then distribute it to other areas.

10) ASBR route summarization — to summarize the external routing information with the same
prefix with a single route and then distribute it to the autonomous system.

» Configuration Introduction

OSPF protocol defines various parameters to guarantee the normal operation of the OSPF
function. The configurations of all the routers in the AS should be unitedly planned, which adds
complexity to the implement of the OSPF function to some extent. However, in a practical scenario,
most of these parameters need no configurations unless there are special requirements. Users
can keep the default values of these parameters and configure the basic ones. The necessary
steps to configure OSPF protocol is shown below:

1) Enable routing features on the switches. The routing features are enabled by default.
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Create the routing interfaces and configure their IP parameters.

)
3) Plan the areas to which the subnets (routing interfaces) of the switches belong.
4) Configure the OSPF processes on each switch.
5) Configure the routing interfaces and the areas they belong to under the corresponding OSPF

processes.

The OSPF routing protocol will run normally after the above configurations. A special topology
network requires further reading of introductions to the web configuration pages below to optimize
the corresponding parameters.

10.9.1 Process

Choose the menu Routing—OSPF—Process to load the following page.

SPF Process Config

Process IO (1-B5534)
Create

Router 1D Auto hd

QSPF Process Table
Select FProcess (D Active Router (D Raouter IO Status

[l

No entry in the table.

[ Apply ] [Delete] [Hestart] [ Help ]

Figure10-45 OSPF Process
The following entries are displayed on this screen:

» OSPF Process Config

Process ID: The 16 bit integer that uniquely identifies the OSPF process,
ranging from 1 to 65535.

Router ID: The 32 bit unsigned integer in dotted decimal format that
uniquely identifies the router within the autonomous system
(AS).

» OSPF Process Table

Select: Select the desired item for configuration. It is multi-optional.

Process ID: Displays the configured OSPF process.

Active Router ID: Displays the active router ID that is currently used by the
process.

Router ID: Displays the router ID that you configured before. When you

change the router ID of a process, it will not take effect until
you restart the process.

Status: Displays the status of the process.

e Running: The process is running and its router ID has
been configured or auto selected.

e Pending: The process has no router ID and cannot start.
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10.9.2 Basic

Choose the menu Routing—OSPF—Basic to load the following page.

Select Current Process

Zurrent Process:

Default Route Advertise Config

Qriginate;
Always:
Metric:
Metric Type:

QSPF Canfig

ASBR Mode:
ABR Status:

Distance:

RFC 1583 Compatibility:

SFF Delay Time:
SPF Hold Time:
External LSA Caount:

Extarnal LSA Checksum:

LSAs Oridinated:
LSAs Received:
Drefault Metric:
Maximurm FPaths:
Passive Default:

Auto Cost:

O Enable O Disable

O Enable O Disable

(1-16777214)

O External Type 1 O External Type 2

Enahle “

Enahle hd

(0-255)
sec (1-600)
sec (1-600)
Apply
(1-16777214)
1-32)
Enable | Reference Bandwidth: Mhps (1-4294967)

Figure 10-46 OSPF Base

The following entries are displayed on this screen:

>

Select Current Process

Current Process:

Select the desired OSPF process for configuration.

Default Route Advertise Config

Originate:

Always:

Metric:

Metric Type:

When this parameter is Enable, OSPF originates an
AS-External LSA advertising a default route (0.0.0.0/0.0.0.0).

If Originate is Enable, but the Always option is DISABLE,
OSPF will only originate a default route if the router already
has a default route in its routing table. Set Always to ENABLE
to force OSPF to originate a default route regardless of
whether the router has a default route.

Specify the metric of the default route. The valid value ranges
from 1 to 16777214 and the default is 1.

Set the OSPF metric type of the default route. Two types are
supported: External Type 1 and External Type 2. The default
value is External Type 2.
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OSPF Config

ASBR Mode:

ABR Status:

Distance:

RFC 1583
Compatibility:

SPF Delay Time:

SPF Hold Time:

External LSA Count:
External LSA

Checksum:
LSAs Originated:
LSAs Received:

Default Metric:

Maximum Paths:

Auto Cost:

Reference
Bandwidth:

The router is an Autonomous System Boundary Router if it is
configured to redistribute routes from another protocol, or if it
is configured to originate an AS-External LSA advertising the
default route.

The router is an Area Border Router if it has active non-virtual
interfaces in two or more OSPF areas.

Specify OSPF route distance. When more than two protocols
have routes to the same destination, only the route which have
smallest distance will be inserted to IP routing table. The valid
value ranges from 0 to 255 and the default is 110.

Select the preference rules that will be used when choosing
among multiple AS-external LSAs advertising the same
destination. If you select Enable, the preference rules will be
those defined by RFC 1583. Else the preference rules will be
those defined in RFC 2328, which will prevent routing loops
when AS-external LSAs for the same destination have been
originated from different areas. All routers in the OSPF domain
must be configured the same. The default value is 'Enable’.

The number of seconds from when OSPF receives a topology
change to the start of the next SPF calculation. The valid value
ranges from 1 to 600 seconds and the default is 5.

The minimum time in seconds between two consecutive SPF
calculations. The valid value ranges from 1 to 600 seconds
and the default is 5.

The number of AS-External LSAs in the link state database.

The sum of the LS checksums of the AS-External LSAs
contained in the link-state database.

This value represents the number of LSAs originated by this
router.

The number of LSAs received from other routers in OSPF
domain.

Set a default for the metric of redistributed routes. The valid
value ranges from 1 to 16777214 and the default is 20.

Set the number of paths that OSPF can report for a given
destination. The valid value ranges from 1 to 32 and the
default is 5.

Configure the Auto Cost to control how OSPF calculates link
cost. When Enable selected, unless the link cost is manually
configured, the link cost is computed by dividing the reference
bandwidth by the interface bandwidth. When Disable selected,
the link cost should be manually configured or use default
value. The default option is 'Enable’.

Specify the reference bandwidth in megabits per second. The
valid value ranges from 1 to 4294967 Mbps and the default is
1000Mbps.
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Passive Default:

10.9.3 Network

You can configure networks contained by an area on this page. The interfaces, whose |IP address

Configure the global passive mode settings for all OSPF
interfaces. Configuring this field will overwrite any present
interface level passive mode settings. OSPF does not form
adjacencies on passive interfaces, but does advertise
attached networks as stub networks. The default value is
'‘Disable'.

fall into the networks, will be imported to the associated area.

Choose the menu Routing—OSPF—Network to load the following page.

letwark Config

Process ID:
IP Address:
Wildcard Mask:

Area D

M etwark Tahle

Frorcess:
Select P Address

[l

(Format 100.100.0.0)

(Format: 0.0.255.2548)

(0-4204967295 or a.b.c.d)

Wildcard Mask Area D

Mo entry in the table.

[Delete] [ Help ]

Figure 10-47 OSPF Network

The following entries are displayed on this screen:

» Network Config

Process ID:

IP Address:

Wildcard Mask:

Area ID:

> Network Table
Process:
Select:

IP Address:
Wildcard Mask:

Select the desired OSPF process for configuration.

The IP address of the network.

The wildcard mask of the network. Normal subnet mask is also
supported.

The 32 bit unsigned integer that uniquely identifies the area to
which a router interface connects. If you assign an Area ID
which does not exist, the area will be created with default
values. It can be in decimal format or dotted decimal format.

Select one OSPF Process to display its network list.

Select the desired item for configuration. It is multi-optional.

Displays the IP address of the network.

Displays the wildcard mask of the network.
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Area ID:

10.9.4 Interface

Choose the menu Routing—OSPF—Interface to load the following page.

Select Interface

O Wiant

Interface Table

192.168.0.1124

IP AddressiMask Frocess Area D Router Priority

Displays the area to which the network belongs.

Retransmit
Intereal

1 5 10 40 1 1 broadeast

Hello Interval  Dead Interval  Transmit Delay Cost Metwork Type Passive Mode

[ ] [ Edt | [Remssn] [ Hew |

Figure10-48 OSPF Interface

The following entries are displayed on this screen:

>

Interface Table

Select:

Interface:

IP Address/Mask:
Process:

Area ID:

Router Priority:

Retransmit Interval:

Hello Interval:

Dead Interval:

Transmit Delay:

Cost:

Network Type:

Select the desired item for configuration. It is multi-optional.
The interface for which data is to be displayed or configured.
The IP address and subnet mask of the interface.

The process to which the interface belongs.

The area to which a router interface connects.

The router priority for the selected interface. The priority of an
interface is specified as an integer from 0 to 255. A value of '0'
indicates that the router is not eligible to become the
designated router on this network. The default is 1.

The retransmit interval for the specified interface. This is the
number of seconds between link-state advertisements for
adjacencies belonging to this router interface. This value is
also used when retransmitting database descriptions and
link-state request packets. The valid value ranges from 1 to
65535 seconds and the default is 5 seconds.

The hello interval for the specified interface in seconds. This
parameter must be the same for all routers attached to a
network. The valid value ranges from 1 to 65535 seconds and
the default is 10 seconds.

The dead interval for the specified interface in seconds. This
specifies how long a router will wait to see a neighbor router's
Hello packets before declaring that the router is down. This
parameter must be the same for all routers attached to a
network. The valid value ranges from 1 to 65535 seconds and
the default is 40.

The Transit Delay for the specified interface. This specifies the
estimated number of seconds it takes to transmit a link state
update packet over the selected interface. The valid value
ranges from 1 to 65535 seconds and the default is 1 second.

The link cost. OSPF uses this value in computing shortest
paths. The valid value ranges from 1 to 65535.

The OSPF network type on the interface. The default network
type for Ethernet interfaces is broadcast.
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Passive Mode:

MTU Ignore:

Database Filter:

Authentication
Type:

Authentication Key
ID:

Authentication Key:

State:

Make an interface passive to prevent OSPF from forming an
adjacency on an interface. OSPF advertises networks
attached to passive interfaces as stub networks. Interfaces are
not passive by default.

Disables OSPF MTU mismatch detection on received
database description packets. Default value is Disable (MTU
mismatch detection is enabled).

To prevent outgoing link-state advertisements (LSAs) flooding
out of an OSPF interface. The default is Disable, all outgoing
LSAs are flooded out of the interface.

Displays the authentication type of the interface. One of the
following:

e default: The authentication type is same with the
associated area's authentication type.

e null: No authentication.
e simple: Use simple password.
¢ md>5: Use md5 message-digest algorithm.

Displays the active authentication key ID of the interface.

Displays the active authentication key of the interface.

Displays the current state of the selected router interface. One
of the following:

o Down: This is the initial interface state. In this state, the
lower-level protocols have indicated that the interface is
unusable. In this state, interface parameters will be set to
their initial values. All interface timers will be disabled, and
there will be no adjacencies associated with the interface.

e Loopback: In this state, the router's interface to the
network is looped back either in hardware or software.
The interface is unavailable for regular data traffic.
However, it may still be desirable to gain information on
the quality of this interface, either through sending ICMP
pings to the interface or through something like a bit error
test. For this reason, IP packets may still be addressed to
an interface in Loopback state. To facilitate this, such
interfaces are advertised in router- LSAs as single host
routes, whose destination is the interface IP address.

e Waiting: The router is trying to determine the identity of
the (Backup) Designated Router by monitoring received
Hello Packets. The router is not allowed to elect a Backup
Designated Router or a Designated Router until it
transitions out of Waiting state. This prevents
unnecessary changes of (Backup) Designated Router.

e DR: This router is itself the Designated Router on the
attached network. Adjacencies are established to all other
routers attached to the network. The router must also
originate a Network LSA for the network node. The
Network LSA will contain links to all routers (including the
Designated Router itself) attached to the network.

e BDR: This router is itself the Backup Designated Router
on the attached network. It will be promoted to
Designated Router if the present Designated Router fails.
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The router establishes adjacencies to all other routers
attached to the network. The Backup Designated Router
performs slightly different functions during the Flooding
Procedure, as compared to the Designated Router.

e DR Other: The interface is connected to a broadcast on
which other routers have been selected to be the
Designated Router and Backup Designated Router either.
The router attempts to form adjacencies to both the
Designated Router and the Backup Designated Router.

Designated Router: The identity of the Designated Router for this network, in the
view of the advertising router. The Designated Router is
identified here by its router ID. The value 0.0.0.0 means that
there is no Designated Router.

Backup Designated The identity of the Backup Designated Router for this network,

Router: in the view of the advertising router. The Backup Designated
Router is identified here by its router ID. Set to 0.0.0.0 if there
is no Backup Designated Router.

Number of Events: This is the number of times the specified OSPF interface has
changed its state.

Click Edit to display the following figure:

Interface Caonfig

Interface: Wlan

Router Priority: (0-258)
Retransmit Interval: sec (1-655358)
Hello Interval: sec (1-65535)
Dead Interval: sec (1-65535)
Transmit Delay: sec (1-65535)

Cost (1-65535)
Metwork Type: b

Passive Mode: hd
MTL Ignare: A
Database Filter: »
Authentication Type: L
Authentication Key ID: (1-255)

Authentication Key:

Figure 10-49 Interface Config

» Interface Config

Interface: Displays the interface ID for configuration.

Router Priority: The router priority for the selected interface. The priority of an
interface is specified as an integer from 0 to 255. A value of '0'
indicates that the router is not eligible to become the
designated router on this network. The default is 1.

196



Retransmit Interval:

Hello Interval:

Dead Interval:

Transmit Delay:

Cost:

Network Type:

Passive Mode:

MTU Ignore:

Database Filter:

Authentication
Type:

Authentication Key

ID:

Authentication Key:

The retransmit interval for the specified interface. This is the
number of seconds between link-state advertisements for
adjacencies belonging to this router interface. This value is
also used when retransmitting database descriptions and
link-state request packets. The valid value ranges from 1 to
65535 seconds and the default is 5 seconds.

The hello interval for the specified interface in seconds. This
parameter must be the same for all routers attached to a
network. The valid value ranges from 1 to 65535 seconds and
the default is 10 seconds.

The dead interval for the specified interface in seconds. This
specifies how long a router will wait to see a neighbor router's
Hello packets before declaring that the router is down. This
parameter must be the same for all routers attached to a
network. The valid value ranges from 1 to 65535 seconds and
the default is 40 seconds.

The Transit Delay for the specified interface. This specifies the
estimated number of seconds it takes to transmit a link state
update packet over the selected interface. The valid value
ranges from 1 to 65535 seconds and the default is 1 second.

The link cost. OSPF uses this value in computing shortest
paths. The valid value ranges from 1 to 65535.

Sets the OSPF network type. The default network type for
Ethernet interfaces is broadcast.

Make an interface passive to prevent OSPF from forming an
adjacency on an interface. OSPF advertises networks
attached to passive interfaces as stub networks. Interfaces are
not passive by default.

Disables OSPF MTU mismatch detection on received
database description packets. Default value is Disable (MTU
mismatch detection is enabled).

To prevent outgoing link-state advertisements (LSAs) flooding
out of an OSPF interface. The default is Disable, all outgoing
LSAs are flooded out of the interface.

The authentication type of interface. The choices are:

e default: The authentication type is same with the
associated area's authentication type.

e null: No authentication.
e simple: Use simple password.
¢ md5: Use md5 message-digest algorithm.

When you select md5, the key ID should be entered. The valid
value ranges from 1 to 255.

Specify the authentication key. The length of simple key is no

more than 8 characters, and md5 key is no more than 16
characters.
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10.9.5 Area

Choose the menu Routing—OSPF—Area to load the following page.

Area Config

Process ID
Area D

Area Description:

Area Type: MNormal
Authentication Type: null
Default Cost:
summary:
Redistribution:
Default Route Advertise:
Area Table
Process:
Select Area D Area Description
O

(0-4294967295 or a.b.c.d)

(Optional. 1-20 characters)

(Optional. Range: 1-16777214)

Metric Type: Wetric: (Optional. Range: 1-16777214)

Default Route
Advertise

Authentication
Type
v w v v v v

Area Type Summary Redistribution  Default Cost Metric Type

Ho entry in the table.

(oo | [petete | [ Hep |

Figure10-50 OSPF Area

The following entries are displayed on this screen:

>

Area Config

Process ID:

Area ID:

Area Description:

Area Type:

Authentication

Type:

Default Cost:

Summary:

Redistribution:

Default Route
Advertise:

Select the desired OSPF process for configuration.

The 32 bit unsigned integer that uniquely identifies the area. It
can be in decimal format or dotted decimal format.

One simple string to describe the area. No more than 20
characters.

OSPF area type: Normal, Stub, or NSSA.

The authentication type of the area. All the interfaces that
belong to such area will have the same authentication type by
default.

e null: No authentication.
e simple: Uses simple password.
e md5: Uses md5 message-digest algorithm.

The metric value you want to apply for the default
Summary-LSA advertised into the stub area. The valid value
ranges from 1 to 16777214.

Set whether or not the specified Area will allow Summary
Link-State Advertisements (Summary LSAs) to be imported
into the area from other areas. It is always Enable in Normal
areas. The default is Enable.

Set whether or not the external routes will be redistributed to
the area. It is always Enable in Normal areas and always
Disable in Stub areas.

Enable or disable advertising default route (0.0.0.0/0.0.0.0)
into NSSA area by sending a NSSA-External LSA. It is only
available in NSSA area.
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Metric Type:

Metric:

Area Table

Process:
Select:

Area ID:

Area Description:

Area Type:

Authentication
Type:

Summary:
Redistribution:
Default Cost:

Default Route
Advertise:

Metric Type:

Metric:

SPF runs:

ABR Count:

Area LSA Count:

Area LSA
Checksum:

Set the OSPF metric type of the default route. Two types are
supported: External Type 1 and External Type 2. The default
value is External Type 2.

Specify the metric of the default route. The valid value ranges
from 1 to 16777214 and the default is 1.

Select one OSPF Process to display its area list.

Select the desired item for configuration. It is multi-optional.
Displays the configured area.

Displays the description of the area and it can be modified.
Displays the type of the area and it can be modified.

Displays the authentication type of the area and it can be
modified.

Displays the Summary parameter and it can be modified.
Displays the Redistribution parameter and it can be modified.
Displays the stub cost of the area and it can be modified.

Displays the Default Route Advertise status and it can be
modified.

Displays the type of default route and it can be modified.

Displays the metric of default route and it can be modified.

Displays the number of times that the intra-area route table
has been calculated using this area's link-state database. This
is typically done using Dijkstra's algorithm.

Displays the total number of area border routers reachable
within this area. This is initially zero, and is calculated in each
SPF Pass.

Displays the total number of link-state advertisements in this
area's link-state database, excluding AS-External LSAs.

Displays the 32-bit unsigned sum of the link-state
advertisements' LS checksums contained in this area's
link-state database. This sum excludes external (LS type 5)
link-state advertisements. The sum can be used to determine
if there has been a change in a router's link state database,
and to compare the link-state databases of two routers.
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10.9.6 Area Aggregation

You can configure address ranges for an area on this page. The address range is used to
consolidate or summarize routes for an area at an area boundary. The result is that a single
summary route is advertised to other areas by the ABR. Routing information is condensed at area
boundaries, a single route is advertised for each address range.

Choose the menu Routing—~OSPF—Area Aggregation to load the following page.

Area Aggregation Config

Process ID: v
Area D (0-4284967295 or a.h.o.d)
IP Address: (Format 192 168.0.0)
Fess arma
Suhnet Mask: (Format 255.255.0.0%
Cost: (Optional. Range: 1-16777214)
Advertise: Enable w
Areg Aggregation Tahle
Frocess:
Select Area D IP Address Subnet Mask Cost Advertise
O
Mo entry in the table.
[ Apply ] [ Delete ] [ Help ]
Figure10-51 OSPF Area Aggregation
The following entries are displayed on this screen:
» Area Aggregation Config
Process ID: Select the desired OSPF process for configuration.
Area ID: The 32 bit unsigned integer that uniquely identifies the area. It
can be in decimal format or dotted decimal format.
IP Address: The IP address of the address range.
Subnet Mask: The subnet mask of the address range.
Cost: Specify the path cost to the address range. If not specified, it
will be dynamic calculated by OSPF. The valid value ranges
from 1 to 16777214,
Advertise: Set whether or not the area address range will be advertised
outside the area via a Network-Summary LSA. The default is
Enable.
> Area Aggregation Table
Process: Select one OSPF Process to display its address range list.
Area ID: Displays the area to which the address range belongs.
Select: Select the desired item for configuration. It is multi-optional.
IP Address: Displays the IP address of the address range.
Subnet Mask: Displays the subnet mask of the address range.
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Cost: Displays the path cost to the address range and it can be
modified.

Advertise: Displays the Advertise parameter and it can be modified.

10.9.7 Virtual Link
Choose the menu Routing—OSPF—Virtual Link to load the following page.

Virtual Link Creation

Process ID: -

Transit Area IO (0-4294867205 ar a.b.c o)

Meighbor Rauter 1D: (Format 1.1.1.1)
Virtual Link Tahle

Retransmit Helln Intarval  Dead Interval  Transmit Delay Authentication  Authentication
Interval Type Key 1D

1 W
No entry in the table.

Select Interface TransitArea D Neighbor Router D Authentication kKey State

[ Apply I [De\ete] [ Help I

Figure10-52 Virtual Link

The following entries are displayed on this screen:

>

Virtual Link Creation

Process ID: Select the desired OSPF process for configuration.

Transit Area ID: The ID of the transit area. Virtual links can be configured
between any pair of area border routers having interfaces to a
common (non-backbone) area. Here the common area is
named Transit Area.

Neighbor Router ID: The router ID of the neighbor portion of a virtual link.

Virtual Link Table

Select: Select the desired item for configuration. It is multi-optional.

Interface: Displays the virtual interface. When you create a virtual link,
actually a virtual interface is created.

Transit Area ID: Displays the transit area ID of the virtual link.

Neighbor Router ID: Displays the neighbor router ID of the virtual link.

Retransmit Interval: The retransmit interval for the specified interface. This is the

number of seconds between link-state advertisements for
adjacencies belonging to this router interface. This value is
also used when retransmitting database descriptions and
link-state request packets. The valid value ranges from 1 to
65535 seconds and the default is 5 seconds.

Hello Interval: The hello interval for the specified interface in seconds. This
parameter must be the same for all routers attached to a
network. The valid value ranges from 1 to 65535 seconds and
the default is 10 seconds.
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Dead Interval:

Transmit Delay:

Authentication
Type:

Authentication Key:

Authentication Key
ID:

State:

The dead interval for the specified interface in seconds. This
specifies how long a router will wait to see a neighbor router's
Hello packets before declaring that the router is down. This
parameter must be the same for all routers attached to a
network. The valid value ranges from 1 to 65535 seconds and
the default is 40.

The Transit Delay for the specified interface. This specifies the
estimated number of seconds it takes to transmit a link state
update packet over the selected interface. The valid value
ranges from 1 to 65535 seconds and the default is 1 second.

You may select an authentication type other than none by
clicking on the 'Authentication Type' button. The choices are:

e default: Uses the authentication type of the backbone
area.

e null: No authentication.
e simple: Uses simple password.
e md5: Uses md5 message-digest algorithm.

Displays the active authentication key of the interface.

Displays the active authentication key ID of the interface.

Displays the current state of the selected router interface. One
of:

e Down: This is the initial interface state. In this state, the
lower-level protocols have indicated that the interface is
unusable. In this state, interface parameters will be set to
their initial values. All interface timers will be disabled, and
there will be no adjacencies associated with the interface.

e P2P: In this state, the interface is operational, and
connects either to a physical point-to-point network or to a
virtual link. Upon entering this state, the router attempts to
form an adjacency with the neighboring router. Hello
Packets are sent to the neighbor every Hellolnterval
seconds.

10.9.8 Route Redistribution

Choose the menu Routing—OSPF—Route Redistribution to load the following page.

Route Redistribution
Frocess:

Select Source

O

Redistribute Ietric tetric Type Tag MNESA Only

W W W

No entry in the table.

Figure10-53 Route Redistribution

The following entries are displayed on this screen:

>

Route Redistribution

Process:

Select:

Select one OSPF Process to display its route redistribution list.

Select the desired item for configuration. It is multi-optional.
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Source: The available source routes for redistribution by OSPF. The
valid values are 'Static', 'RIP', and other OSPF processes.

Redistribute: This option enables or disables the redistribution for the
selected source protocol.

Metric: Set the metric value to be used as the metric of redistributed
routes. The valid value ranges from 1 to 16777214 and the
default is equal to Default Metric configured on Basic page.

Metric Type: Set the OSPF metric type of redistributed routes. The default
is External Type 2.

Tag: Set the tag field in routes redistributed. The valid value ranges
from 0 to 4294967295 and the default is 0.

NSSA Only: Set whether or not to limit redistributed routes to NSSA areas.
The default is Disable.

10.9.9 ASBR Aggregation

You can configure address ranges for an ASBR on this page. The address range is used to
consolidate or summarize routes for external routes at an autonomous boundary. The result is that
a single summarized external route is redistributed to OSPF domain by the ASBR.

Choose the menu Routing—~OSPF—ASBR Aggregation to load the following page.

ASBR Adgregation Config

Frocess 1D: v

IP Address: (Format: 182.168.0.0%

Subnet Mask: (Format: 255.255.0.0)
Tan: (Optional. Ranoe: 0-4 294967 2545)

MESA Cnly: Disahble hd

Advertise: Enable i

ASER Agoregation Table

Frocess:
Select IP Address Subnet Mask Tag MEEA Only Advertise

[F] w w
No entry in the table.

| apply | | Delete | | Hep |

Figure10-54 ASBR Aggregation
The following entries are displayed on this screen:

» ASBR Aggregation Config

Process ID: Select the desired OSPF process for configuration.
IP Address: The IP address of the address range.
Subnet Mask: The subnet mask of the address range.
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Tag: Set the tag field in redistributed address range. The valid value
ranges from 0 to 4294967295 and the default is 0.

NSSA Only: Set whether or not to limit redistributed address range to
NSSA areas. The default is Disable.

Advertise: Set whether or not the address range will be redistributed to
OSPF domain via an AS-External LSA. The default is Enable.

» ASBR Aggregation Table

Process: Select one OSPF Process to display its address range list.

Select: Select the desired item for configuration. It is multi-optional.

IP Address: Displays the IP address of the address range.

Subnet Mask: Displays the subnet mask of the address range.

Tag: Displays the tag value in redistributed address range and it
can be modified.

NSSA Only: Displays the NSSA-Only parameter and it can be modified.

Advertise: Displays the Advertise parameter and it can be modified.

10.9.10Neighbor Table
Choose the menu Routing—OSPF—Neighbor Table to load the following page.

Meighbor Table

Inferface  Meighbor IP Address Rauter 1D #rea D optians IRBE State Events  Refransmission oo e
Priority Queue length

No entry in the table.

Figure10-55 Neighbor Table
The following entries are displayed on this screen:

> Neighbor Table

Process: Select one OSPF Process to display its neighbor list.

Interface: Displays the interface for which neighbor list is to be
displayed.

Neighbor IP The IP address of the neighboring router's interface to the

Address: attached network.

Router ID: A 32 bit integer in dotted decimal format representing the
neighbor.

Area ID: The area ID of the OSPF area associated with the interface.

Options: An integer value that indicates the optional OSPF capabilities

supported by the neighbor. The neighbor's optional OSPF
capabilities are also listed in its Hello packets.

Router Priority: The router priority of the neighbor.
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State:

Events:

Retransmission
Queue length:

Dead Time:

The state of the neighbor:

e Down: This is the initial state of a neighbor conversation.
It indicates that there has been no recent information
received from the neighbor. On NBMA networks, Hello
packets may still be sent to 'Down' neighbors, although at
a reduced frequency.

e Attempt: This state is only valid for neighbors attached to
NBMA networks. It indicates that no recent information
has been received from the neighbor, but that a more
concerted effort should be made to contact the neighbor.
This is done by sending the neighbor Hello packets at
intervals of Hello Interval.

e Init: In this state, a Hello packet has recently been seen
from the neighbor. However, bidirectional communication
has not yet been established with the neighbor (i.e., the
router itself did not appear in the neighbor's Hello packet).
All neighbors in this state (or greater) are listed in the
Hello packets sent from the associated interface.

e 2-Way: In this state, communication between the two
routers is bidirectional. This has been assured by the
operation of the Hello Protocol. This is the most advanced
state short of beginning adjacency establishment. The
(Backup) Designated Router is selected from the set of
neighbors in state 2-Way or greater.

e ExStart: This is the first step in creating an adjacency
between the two neighboring routers. The goal of this step
is to decide which router is the master, and to decide upon
the initial DD sequence number. Neighbor conversations
in this state or greater are called adjacencies.

e Exchange: In this state the router is describing its entire
link state database by sending Database Description
packets to the neighbor. In this state, Link State Request
Packets may also be sent asking for the neighbor's more
recent LSAs. All adjacencies in Exchange state or greater
are used by the flooding procedure. These adjacencies
are fully capable of transmitting and receiving all types of
OSPF routing protocol packets.

e Loading: In this state, Link State Request packets are sent
to the neighbor asking for the more recent LSAs that have
been discovered (but not yet received) in the Exchange
state.

e Full: In this state, the neighboring routers are fully

adjacent. These adjacencies will now appear in Router
LSAs and Network LSAs.

The number of times this neighbor relationship has changed
state, or an error has occurred.

An integer representing the current length of the
retransmission queue of the specified neighbor router ID of the
specified interface.

The amount of time, in seconds, to wait before the router
assumes the neighbor is unreachable.
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10.9.11Link State Database
Choose the menu Routing—OSPF—Link State Database to load the following page.

Link State Datahase
Frocess:
Ares 1D Advertising Router LEA Type Link State 10 e Sequence Checksum Optians
No entry in the table.

Figure10-56 Link State Database
The following entries are displayed on this screen:

> Link State Database

Process: Select one OSPF Process to display its link state database.
Area ID: Displays the ID of the area to which the LSA belongs.
Advertising Router: Displays the ID of the router that advertising the LSA.

LSA Type: The format and function of the link state advertisement. One of

the following: Router, Network, Network-Summary,
ASBR-Summary, External (Type 5), NSSA-External (Type 7).

Link State ID: The Link State ID identifies the piece of the routing domain
that is being described by the advertisement. The value of the
LS ID depends on the advertisement's LS type.

Age: The time since the link state advertisement was first
originated, in seconds.

Sequence: The sequence number field is an unsigned 32-bit integer. It is
used to detect old and duplicate link state advertisements. The
larger the sequence number, the more recent the
advertisement.

Checksum: The checksum is used to detect data corruption of an
advertisement. This corruption can occur while an
advertisement is being flooded, or while it is being held in a
router's memory. This field is the checksum of the complete
contents of the advertisement, except the LS age field.

Options: The Options field in the link state advertisement header
indicates which optional capabilities are associated with the
advertisement.

10.9.12Application Example for OSPF

> Network Requirements

1. The AS is divided into three areas and all switches in the AS run OSPF.

2. Switch A and Switch B act as ABRs to forward routing information between areas.

3. Each switch can learn routing information to all the network segments in the AS after the
configuration..
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> Network Diagram

Gi1/0/2
1.201.2/24

Gi1/0M1
1.20.2.1/24

Area 1

Gitjoz Switch A
1.20.1.1/24

Area 0

Gi1/0/1
1.10.1.2/24

Gi1/on
1.10.1.1/24

Git1/0/2
1.30.1.1/24

Git1/0/2
1.30.1.2/124

-

Switch D \ Gi1/0/1
1

Switch C

30.2.1/24

» Configuration Procedure

e Configure Switch A

Step

Operation

Description

1

Create routing
interfaces and

Required. On page Routing—Interface—Interface Config, create
routed port 1/0/1 with the IP 1.10.1.1/24 and routed port 1/0/2 with the

their IP IP 1.20.1.1/24.
addresses

2 Create OSPF Required. On page Routing—OSPF—Process, Create OPSF process
process 1 and configure the Router ID as 1.1.1.1.

3 Create networks | Required. On page Routing—~OSPF—Network, configure network
in the area 1.10.1.0/24 in area 0 and configure network 1.20.1.0/24 in area 1.

4 Configure area Optional. On page Routing—OSPF—Area Aggragation, configure the

aggregation

aggregation address as 1.20.0.0/16 in area 1.

e Configure Switch B

Step

Operation

Description

1

Create routing
interfaces and

Required. On page Routing—lInterface—Interface Config, create
routed port 1/0/1 with the IP 1.10.1.2/24 and routed port 1/0/2 with the

their IP IP 1.30.1.1/24.
addresses

2 Create OSPF Required. On page Routing—OSPF—Process, Create OPSF process
process 1 and configure the Router ID as 2.2.2.2.

3 Create networks | Required. On page Routing—OSPF—Network, configure network
in the area 1.10.1.0/24 in area 0 and configure network 1.30.1.0/24 in area 2.

4 Configure area Optional. On page Routing—OSPF—Area Aggragation, configure the

aggregation

aggregation address as 1.30.0.0/16 in area 2.
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e Configure Switch C

Step

Operation

Description

1

Create routing
interfaces and

Required. On page Routing—lInterface—Interface Config, create
routed port 1/0/1 with the IP 1.20.2.1/24 and routed port 1/0/2 with the

their IP IP 1.20.1.2/24.
addresses

2 Create OSPF Required. On page Routing—OSPF—Process, Create OPSF process
process 1 and configure the Router ID as 3.3.3.3.

3 Create networks | Required. On page Routing—OSPF—Network, configure network

in the area

1.20.0.0/16 in area 1.

e Configure Switch D

Step

Operation

Description

1

Create routing
interfaces and

Required. On page Routing—lInterface—Interface Config, create
routed port 1/0/1 with the IP 1.30.2.1/24 and routed port 1/0/2 with the

their IP IP 1.30.1.2/24.
addresses
2 Create OSPF Required. On page Routing—OSPF—Process, Create OPSF process
process 2 and configure the Router ID as 4.4.4 4.
3 Create networks | Required. On page Routing—~OSPF—Network, configure network
in the area 1.30.0.0/16 in area 2.
10.10 VRRP

VRRP (Virtual Router Redundancy Protocol) is a fault-tolerant protocol. Generally, all hosts in a
LAN (Local Area Network) would set a default route. Packets which are sent by the host and
whose destination address does not belong to the local network segment will be sent to the
gateway via the default route. Therefore, communication between the host and external network
can be established. Once the gateway fails, all hosts of this network segment whose default next
hop is the gateway will stop communicating with external network.

VRRP is developed to solve the problem mentioned above and designed for LAN with multicast or
broadcast function, such as Ethernet. Virtual router acts as a backup group which consists of one
master router and several backup routers.

The virtual router (also a backup group) has its own IP address. This IP address can be the same
as the interface address of any router in the backup group. In this case, the virtual router is also
called IP address owner. All physical routers in the backup group have their own IP addresses.
Hosts in LAN only recognize the IP address of the virtual router, but not that of the master router or
backup routers. The IP address of the virtual router is assigned as the default gateway for the
participating routers. Hosts in LAN communicate with external network via the virtual router. Once
the master router in backup group fails, another router will be selected to replace it from the
backup group through election protocol and thus provides routing service for hosts. Therefore,
communication between hosts and external network can be established without interruption.

» Advantages of VRRP
VRRP owns the following advantages:
1. Simplified network management. In LAN with multicast or broadcast function, such as

Ethernet, even though a device fails, with the help of VRRP, highly-reliable default link can
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>

1.

still be provided and network interruption can be avoided after a single link fails without
reconfiguration of dynamic routing or router discovery protocols, or default gateway
configuration on every end-host.

Small network overhead. The single message that VRRP defines is the VRRP
advertisement, which can only be sent by the master router.

Typical Networking Application Diagram

Virtual Rotuer

! Z Device C

Host C

Figure 10-57 Typical Networking Application Diagram
VRRP Operating Principle
Working Process

VRRP backup group, or virtual router, consists of a group of physical routers with the same
VRID (virtual route identifier). A virtual router owns one or more virtual IP addresses and one
virtual MAC address, in the format 00-00-5E-00-01-{VRID}. The IP address of the virtual router
is assigned as the default gateway for the hosts within the LAN. Communication with external
network can be realized via the virtual router.

Master router is selected from the physical routers in the virtual router group according to
VRRP priority. The elected master router provides routing service to the hosts in LAN, and
sends VRRP messages periodically to publicize its configuration information like priority and
operating condition to other routers in backup group. Other physical routers in the backup
group work as backup routers. They monitor the VRRP packets sent by the master router. A
new master router will be elected among them to take the role of the master router if master
router fails.

2. Master Election

Initially-created routers work in Backup state and learn other members' priorities in the virtual
router via VRRP packets. The one with the highest priority is elected as master router. If the
priority values are the same, the router with the highest interface IP address is selected as the
master.

« In preemptible mode, when backup router receives VRRP packet, it will compare its priority
with that of the advertisement packet. If of higher priority, the backup router will become
the master router; otherwise, it will maintain Backup state.

« In non-preemptible mode, physical routers in the backup group will maintain Master or
Backup state as long as the master router functions normally. Even if backup router is
given higher priority, it cannot become a master router in non-preempt mode.
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The VRRP priority ranges from 0 to 255 (the bigger the number is, the higher the priority is).
Configurable range is 1-254. The priority value 0O is reserved for the current master when it
gives up its role as master router. For example, when master router receives shutdown
message, it would send VRRP packet with priority 0 to the backup group which the interface
belongs to. The priority of the IP address owner must be 255. Therefore, if there exists an IP
address owner in the backup group and it works normally, it must be the master router.

3. State Transition

VRRP defines three state modes: Initialize, Master and Backup. Only in Master state can
master router provide service for forwarding request via virtual IP address and forward VRRP
packet.

When the system just starts, it comes to Initialize state. If the virtual router is not given a virtual
IP address, the system would maintain Initialize state. If the virtual IP address is configured
properly, when the system receives startup message from interface, it would transition to the
Backup state (in which case its priority is not 255) or Master state (in which case its priority is
255). Routers in master or backup state can change to Initialize state only when they receive
shutdown message from interface. In Initialize state, router cannot deal with VRRP packet.

If the master router functions properly, it will periodically send VRRP packets informing backup
routers in the backup group that it functions properly. VRRP timer can be manually
configured to customize the intervals that master router sends VRRP packet. If the backup
router waits for a period longer than three times the advertisement timer and fails to receive
VRRP packets from the master router, they will assume that the master router is dead and
initiate an election process by transitioning to the Master state and forwarding VRRP packets.

To avoid frequent Master-Backup state transition among routers in the backup group and
provide enough time for backup routers to collect necessary information, backup router would
not preempt to be master as soon as it receives packets with lower priority value. It would wait
for a certain time, which is called preempt-mode delay time, and then send packets to take
place of the former master. Users can customize the preempt-mode delay time.

4. Authentication Methods

VRRP provides three authentication methods:

« No authentication: the eligibility of VRRP packets is not verified and no security insurance
is provided. In a safe network, no authentication can be set as authentication method.

« Simple text password: in a network where security is possible to be threatened, simple text
password is recommended. The router which forwards the VRRP packets fills the
authentication data in the VRRP packets. The router which has received the VRRP
packets compares the data with that in local configuration. If they are the same, the VRRP
packet received is considered legitimate. If not, it would be considered as illegitimacy.

« MDS5 authentication: in a highly-unsecured network, MD5 authentication is recommended.
The router which sends the VRRP packets conducts digest operation on VRRP packets
using authentication data and MD5 algorithm. The result is saved in Authentication Header.
The router which has received the VRRP packet conducts the same digest operation and
compares the result with the content in Authentication Header. If they match, the VRRP
packet received is considered legitimate. If not, it would be considered as illegitimacy.

Interface Tracking

This function enhances the backup function. If interface tracking is enabled, when the master
router's other interfaces which are not in this backup group (for example, the uplink interface)
fail, it would lower its priority value automatically. Therefore, router with more available
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interfaces and better performance can be elected as master router; and the stability of backup
group is increased.

When the router interface connecting the uplink fails, the backup group cannot recognize
uplink breakdown. If this router is in Master state, hosts in the LAN cannot visit external
network. This problem can be solved with the help of interface tracking function. When the
interface connecting the uplink is down, the router will automatically lower its priority, making
priority of other routers in the backup group higher than its priority value. As a result, the
backup router with the highest priority becomes master.

Load Balancing

One router can work in more than one backup group, which makes it possible that a router can
be master router in one backup group and backup router in other backup groups.

Load balancing means multiple routers undertake workloads simultaneously. Therefore, two or
more backup groups are needed to realize load balancing. Each backup group consists of one
master router and several backup routers. Master router can vary from one backup group to
the others.

Virtual Router 1  Virtual Router 2 Virtual Router 3

Host A
Device A
i@_ Backup
’ Master Backup
Host B

Device B

i@_ Backup
| Backup Master e

Host C )
Device C

@— Master
Backup Backup a

Figure 10-58 VRRP Load Balancing

A router owns different priority in different backup groups when it participates in multiple VRRP
backup groups simultaneously.

In Figure 10-58, there exist three backup groups:

« Backup Group 1, corresponding to Virtual Router 1. Device A is the master router; Device
B and C are backup routers.

« Backup Group 2, corresponding to Virtual Router 2. Device B is the master router; Device
A and C are backup routers.

« Backup Group 3, corresponding to Virtual Router 3. Device C is the master router; Device
A and B are backup routers.

To realize the workload balancing among Device A, B and C, the default gateway of the hosts
associated with the LAN should be set as Virtual Router 1, 2 and 3 respectively. When it
comes to priority configuration, it would be better that the VRRP priority values of the three
virtual routers are different in order to prevent one router from being more than one master
simultaneously.
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> VRRP Configuration

Before configuring VRRP, users should plan well to specify the role and function of the devices in
backup groups. Every switch in backup group should be configured, which is the precondition to
construct a backup group.

10.10.1Basic Config

VRRP (Virtual Routing Redundancy Protocol) is a function on the Switch that dynamically assigns
responsibility for a virtual router to one of the VRRP routers on a LAN. The VRRP router that
controls the IP address associated with a virtual router is called the Master, and will forward
packets sent to this IP address. This will allow any Virtual Router IP address on the LAN to be
used as the default first hop router by end hosts.

Choose the menu Routing—VRRP—Basic Config to load the following page.

YRRP Basic Config

VRID: (1-255)
Interface: WLAN - (1-4094)
Virtual IP: (Format192.168.0.1)
VRRP Table
Select VRID Interface Interface IP Virtual IP Priarity Status Other

Ho entry in the table.

[ ar | [oetete | [Reesh] [ Hep |

The total number of the virtual router: 0

Figure10-59 VRRP Basic Config
The following entries are displayed on this screen:
» VRRP Basic Config

VRID: Enter the VRID only if you are creating a new VRRP. The
VRID ranges from 1 to 255.

Interface: Select the Interface ID for the new VRRP.

Virtual IP: Enter the IP Address associated with the new VRRP.

Create: Click the button to add a new VRRP.

Clear: Click the button to clear the configuration.

> VRRP Table

Select: Select one or more items.

VRID: Displays the VRID associated with the VRRP.

Interface: Displays the Interface ID associated with the VRRP.

Interface IP: Displays the IP Address associated with the selected
interface.
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Virtual IP:
Priority:
Status:
Other:
Select All:
Delete:

Refresh:

Displays the primary Virtual IP associated with the VRRP.
Displays the priority associated with the VRRP.

Displays the status associated with the VRRP.

Displays more information about the VRRP.

Select all the VRRP items.

Delete the selected items.

Update the status of the VRRP items.

Click Detail to display the following figure:

Details ofthe Specified VERP
WRID:
Interface:
Description:
Interface IP:
Status:
Configure Priarity:
Running Priority:
Advertise Timer:
FPreempt Delay Timer:
FPreempt Mode;
Authentication Type:
ke
Virtual IP:
Virtual MAC:

Track Infarmation

Tracked Intetface:

1

1
YRREP-1
192 168.0.1
Master
100

40

1

0
Enahle
MHaone

182.168.0.10
00-00-5E-00-01-01

WLAM 2 Reduced Priority: 10

[ Back l [Refresh] ’ Help l

Figure 10-60 Detailed Specified VRRP Information
> Details of the Specified VRRP

VRID:

Interface:

Description:

Interface IP:

Status:

Configure Priority:

Displays the VRID associated with the VRRP.
Displays the Interface ID associated with the VRRP.

Displays the description associated with the VRRP.

Displays the IP Address associated with the selected
interface.

Displays the status associated with the VRRP.

Displays the configured priority associated with the VRRP. It
ranges from 1 to 255.
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Priority:

Advertise Timer:

Preempt Delay
Timer:

Preempt Mode:

Authentication
Type:

Key:
Virtual IP:

Virtual MAC:

Track Information

Tracked Interface:

Reduced Priority:

Back:

Refresh:

Displays the running priority associated with the VRRP. It
ranges from 1 to 255.

Displays the advertise timer associated with the VRRP. It
ranges from 1 to 255.

Displays the preempt delay timer associated with the VRRP. It
ranges from 0 to 255.

Displays the preempt mode associated with the VRRP.

Displays the authentication type associated with the VRRP.

Displays the key associated with authentication type. If the
authentication type is 'normal’, it will display '--".

Displays all the virtual IP associated with the VRRP.

Displays the Virtual MAC address associated with the VRRP.

Displays the tracked interface ID.

Displays the reduced priority when the tracked interface is
'down’".

Click the button to go back to the VRRP basic config page.

Click the button to refresh this page.

10.10.2Advanced Config

You can modify most of features of the VRRP on this page, including the description, priority,
preempt mode, advertisement... But you cannot add or delete a VRRP.

Choose the menu Routing—VRRP—Advanced Config to load the following page.

WRRP Advanced Config
Select VRID Interface

O

Description Priarity

Advertise

o FPreempt Mode Delay Time  Authentication ke

b hd

No entry in the table.

The total number of the virtual router: 0

Figure10-61 VRRP Advanced Config

The following entries are displayed on this screen:

VRRP Advanced Config

>

Select:
VRID:

Interface:

Select one or more items.
Displays the VRID associated with the VRRP.
Displays the Interface ID associated with the VRRP.
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Description: Enter the description associated with the VRRP. Numbers,
characters and ' ' are the only valid inputs, and the maximal
length of the inputs is 8.

Priority: Enter the Priority associated with the VRRP. It ranges from 1
to 254.
Advertise Timer: Enter the advertise timer associated with the VRRP. It ranges

from 1 to 255.

Preempt Mode: Select Enable or disable the preempt Mode from the pull-down
list. If you select Enable, a backup router will preempt the
master router if it has a priority greater than the master virtual
router's priority. The Preempt Mode is enabled by default.

Delay Time: Enter the delay time associated with the VRRP. It ranges from
0 to 255.
Authentication: Select the type of Authentication for the Virtual Router from the

pull-down list. The default is None.
¢ None: No authentication will be performed.

e Simple: Authentication will be performed using a text
password.

e MDS5: Authentication of MD5 will be performed using a
text password.

Key: If you select Simple or MD5 as authentication mode, enter the
key.
Apply: Click the button to submit the modified configuration.

10.10.3Virtual IP Config

You can configure virtual IP for the virtual routers on this page. A virtual IP, which must be in the
subnet of an interface corresponding with the virtual router, can be added, deleted and
modified for the special virtual router.

Choose the menu Routing—VRRP—Virtual IP Config to load the following page.

Add Virtual IP
Interface: hd
VRID: -
Virtual IP: (Format:192.168.0.1)

VRRP Virtual IP Table
Select VRID Interface Virtual IP

Ho entry in the table.

[ Apply ] [Delete] [ Help ]

Figure10-62 Virtual IP Config
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The following entries are displayed on this screen:
> Add Virtual IP

This filed is used to add virtual IP addresses associated with the VRRP. Up to five virtual IP
addresses can be added for every VRRP.

VRID: Select the VRID From the from the pull-down list.
Interface: Select the Interface ID from the pull-down list.

Virtual IP: Enter an IP address for the VRRP.

Create: Click the button if you want to add a Virtual IP to the VRRP.

> VRRP Virtual IP Table

Select: Select one or more items.
VRID: Displays the Vrid associated with the VRRP.
Interface: Displays the Interface ID associated with the VRRP.
Virtual IP: Displays the Virtual IP associated with the VRRP.
Apply: Click the Apply button to make the modification take effect.
You should not select more than one item at one time.
Delete: Delete the selected Virtual IP.
10.10.4Track Config

You can configure Track information for virtual routers on this page. The state of the interface is
important for the switch as the virtual router. The more up states of the interfaces, the more likely
the switch becomes master.

Choose the menu Routing—VRRP—Track Config to load the following page.

Add Track
Interface: -
VRID: -
Tracked Interface:  WVLAM - (1-4094)
Reduced Priarity: (1-254)
Track Table
Select  VRID Interface LR Reduced Priority Link State
Interface

Mo entry in the table.

[ Apply ] [Delete] [Refresh] [ Help ]

Figure10-63 Track Config
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The following entries are displayed on this screen:

>

This filed is used for adding track information associated with the VRRP. Up to 5 interfaces can be

Add Track

tracked for every VRRP. IP owner cannot track any interface.

Interface:

VRID:

Tracked Interface:

Reduced Priority:

Create:
Track Table
Select:

VRID:

Interface:

Tracked Interface:

Reduced Priority:

Link Status:

Apply:

Delete:

Refresh:

Select the Interface ID from the pull-down list.
Select the VRID From the from the pull-down list.
Specify the interface to be tracked.

Enter the priority to reduce if the associated interface is down.

Click the button to add a tracked interface.

Select one or more items.

Displays the VRID associated with the VRRP.
Displays the VLAN ID associated with the VRRP.
Displays the Interface ID tracked by the VRRP.

Displays the reduced priority associated with the Interface
tracked by the VRRP.

Displays the status of the Interface tracked by the VRRP.

Change the selected reduced priority. A new reduced priority
should be provided if the Apply button is clicked.

Delete the selected Interface.

Update the link state of the tracked interface.

10.10.5Virtual Router Statistics

Displays global statistics of all VRRP, including router checksum errors, router version errors,
router VRID errors and so on.

Choose the menu Routing—VRRP—Virtual Router Statistics to load the following page.

VRID Interface

Global Statistics

Router Checksurm Errars ]
Rauter Version Errars o
Router WRID Etrars ]

Statistics

Checksum Version
Errars Errars

ate " " ok P
Transitioned Advertizement Advertisement Adveisement Authentication IP TTL  Priarity Priority Type

to htaster

Zero - Zera o nvalidggece nvalid  Authentication Packet

List  Authentication Type Length

Sent Interval Errors Failure Errors Packets Packets Packets Errors Tipe ismatch Errars

Received Gent  Received
No entry in the table.

[ clear | [Refresn] [ Hein ]

Figure10-64 Virtual Router Statistics
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The following entries are displayed on this screen:

>

>

Displays specified virtual router statistics. It lists all the statistics for the specified VRRP and can

Global Statistics

Router Checksum
Errors:
Router Version
Errors:

Router VRID Errors:

Statistics

Displays the total number of VRRP packets received with an
invalid VRRP checksum value.

Displays the total number of VRRP packets received with an
unknown or unsupported version number.

Displays the total number of VRRP packets received with an
invalid VRID for this virtual router.

be reset for your convenience when doing statistics.

VRID:
Interface:

Checksum Errors:

Version Errors:

State Transitioned
to Master:

Advertisement
Received:

Advertisement
Sent:

Advertisement
Interval Errors:

Authentication
Failure:

IP TTL Errors:

Zero Priority
Packets Received:

Zero Priority
Packets Sent:

Address List Errors:

Invalid
Authentication

Type:

Authentication Type
Mismatch:

The VRID for the selected Virtual Router.
The interface ID for the selected Virtual Router.

Displays the number of VRRP packets received with an invalid
VRRP checksum value.

Displays the number of VRRP packets received with an
unknown or unsupported version number.

Displays the number of times that this virtual router's state has
transitioned to Master.

Displays the number of VRRP advertisements received by this
virtual router.

Displays the number of VRRP advertisements sent by this
virtual router.

Displays the number of the received VRRP advertisement
packets whose advertisement interval was different from the
one configured for the local virtual router.

Displays the number of VRRP packets received that did not
pass the authentication check.

Displays the number of VRRP packets received by the virtual
router with IP TTL (Time-To-Live) not equal to 255.

Displays the number of VRRP packets received by the virtual
router with a priority of '0".

Displays the number of VRRP packets sent by the virtual
router with a priority of '0".

Displays the number of packets received for which the
address list does not match the locally configured list for the
virtual router.

Displays the number of packets received with an unknown
authentication type.

received with an
locally configured

Displays the number of packets
authentication type different to the
authentication method.
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Packet

Errors:

Clear:

Refresh:

Configuration Procedure:

Length

Displays the number of packets received with a packet length
less than the length of the VRRP header.

Clear the statistics displayed on the web.

Refreshes the web page to show the latest VRRP information.

Steps | Operation Note
1 Configure Required. On page Routing— Interface— Interface Config, create a
interface and its | routing interface (either interface VLAN or routed port) and specify its
IP address. IP address and subnet mask.
2 Add port to the | Required. On page VLAN— 802.1Q VLAN— VLAN Config, add the
interface. port connected to the client to the interface VLAN configured in Step 1.
3 Configure VRID | Required. On page Routing— VRRP— Basic Config, , configure a
and Virtual IP. VRID and Virtual IP for the interface in Step 1. The Virtual IP and the
interface IP should be on the same LAN. The client should configure
this Virtual IP as the default gateway.
4 Configure  the | Optional. On page Routing— VRRP— Advanced Config, configure
priority. the priority value to be used by the VRRP router in the election for the
master Virtual Router.
5 Configure  the | Optional. On page Routing— VRRP— Advanced Config, configure
Authentication the authentication type for the Virtual Router.
Type.

10.10.6 Application Example for VRRP

> Network Requirements

1. Host A needs to access Host B on the Internet. The default gateway of Host A is
192.168.1.10/24.

2. Switch A and Switch B are in the backup group with the Virtual IP address as
192.168.1.10/24.

3. When Switch A works normally, packets sent from Host A to Host B are forwarded by Switch A.
When Switch A is down, packets sent from Host A to Host B are forwarded by Switch B.
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> Network Diagram

>

192.168.1.5/24

Virtual IP Address:
192.168.1.10/24

Interface VLAN 2:
192.168.1.1/24

Host A

® Configure Switch A

Switch A

Interface VLAN 2:
192.168.1.2/124

Switch B

Configuration Procedure

Steps | Operation Note
1 Configure  the | On page Routing—Interface—Interface Config, create the interface
interface and its | VLANZ2, and configure its IP address as 192.168.1.1 and Subnet Mask
IP address. as 255.255.255.0.
2 Add port to the | On page VLAN—802.1Q VLAN—VLAN Config, add port 5 to
interface. interface VLAN 2.

3 Create VRRP On page Routing—VRRP—Basic Config, create a VRRP instance
with the VRID as 1, the interface as VLAN 2 and the Virtual IP as
192.168.1.10.

4 Configure On page Routing—VRRP—Advanced Config, configure the VRRP

VRRP priority

priority of interface VLAN 2 as 110.

® Configure Switch B

Steps | Operation Note
1 Configure  the | On page Routing— Interface— Interface Config, create the interface
interface and its | VLANZ2, and configure its IP address as 192.168.1.2 and Subnet Mask
IP address. as 255.255.255.0.
2 Add port to the | On page VLAN—802.1Q VLAN—VLAN Config, add port 5 to
interface. interface VLAN 2.
3 Create VRRP On page Routing—VRRP—Basic Config, create a VRRP instance

with the VRID as 1, the interface as VLAN 2 and the Virtual IP as
192.168.1.10.

Return to CONTENTS
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Chapter 11 Multicast Routing

» Overview of Multicast Routing Protocols

Note:

The router and router icon mentioned in this chapter represent the router in general or the switch
that runs the layer 3 multicast routing protocols.

The multicast routing protocols run in layer 3 multicast devices and they create and maintain
multicast routes to forward the multicast packets correctly and efficiently. The multicast routing
protocols establish routes for the point-to-multipoint transmissions, known as the multicast
distributing tree.

The multicast routing table consists of a group of (S, G) entries, and (S, G) route represents
routing information from source S to group G. If no multicast source is specified, the entry will be
described as (*, G) with * representing any multicast source. If the router supports multiple
multicast routing protocols, its multicast routing table will contain multicast routes generated from
multiple protocols.

Multicast routing protocols include protocols as IGMP, PIM, MSDP, DVMRP, and static multicast
routing.

The domain mentioned in this guide refers to Autonomous System, which contains a group of
routers exchanging routing information with the same routing protocol.

IGMP stands for Internet Group Management Protocol. It is responsible for members management
of IP multicast in the TCP/IP, and is used to establish and maintain the multicast member
relationships between the IP host and its directly neighboring multicast routers.

PIM (Protocol Independent Multicast) is a typical intra-domain multicast routing protocol among
the AS. It provides IP multicast forwarding by leveraging static routes or unicast routing tables
generated by any unicast routing protocols, such as RIP (Routing Information Protocol), OSPF
(Open Shortest Path First), 1S-IS (Intermediate System to Intermediate System) or Border
Gateway Protocol (BGP).

MSDP (Multicast Source Discovery Protocol) is an intra-domain multicast resolution which aims at
the connection of different PIM SM domains and is used to discover the multicast source
information among different ASs.

DVMRP (Distance Vector Multicast Routing Protocol) is mainly applied in the multicast backbone
network of the Internet.

The following mainly introduces IGMP, PIM and Static Multicast Routing.
> Multicast Roles and Models

There are several different roles in the multicast transmission:

e Multicast Source: The sender of the multicast information.

e Multicast Group Member: All the receivers of the multicast information.
e Multicast Group: The group consists of the multicast group members.

e Multicast Router(or the Layer 3 Multicast Device): The router or switch that supports the layer 3
multicast functions, which contains the multicast routing function and the management function

of the multicast group members.
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The multicast model divides into two types depending on whether there is an exact multicast
source: ASM (Any-Source Multicast) and SSM (Source-Specific Multicast).

ASM (Any-Source Multicast): In the ASM model, any sender can be a multicast source sending
multicast information to a multicast group address, and receivers can join a multicast group
identified by the group address and obtain multicast information addressed to that multicast group.
In this model, receivers are not aware of the location of the multicast source in advance. However,
they can join or leave the multicast group at any time. At any specified moment, the number of
multicast source in the ASM should be no more than one, otherwise network congestion and
malfunction of the multicast members may occur.

SSM (Source-Specific Multicast): In the SSM model, the receivers know the exact location of the
multicast source. The SSM allows host to specify the multicast sources and it uses the multicast
group address range different from that of the ASM. The SSM marks a multicast session with both
multicast address and multicast source address, and it builds up dedicated multicast forwarding
path for the receiver and its specified multicast source.

11.1 Global Config

The Global Config can be implemented on the Global Config and Mroute Table pages.
11.1.1 Global Config

You must enable IP multicast routing. Then the software can forward multicast packets, and the
switch can populate its multicast routing table.

Choose the menu Multicast Routing—Global Config—Global Config to load the following
page.
multicast Global Config

Multicast Routing: O Enable @& Disable

Apply
SG Expiry Timer: 20 (60-65535)
p

Spt-threshold:

Figure 11-1 multicast Global Config
The following entries are displayed on this screen:

» Multicast Global Config

Multicast Routing: Select Enable/Disable Multicast Routing function globally on
the switch. The default is "disable".

SG Expiry Timer: SG Expiry Timer is used to adjust (S, G) expiry timer interval
for (S, G) multicast routers. The range is from 60 to 65535
seconds.

Spt-threshold: Select rate which the last-hop router will switch to a

source-specific shortest path tree. Specify infinity if you want
all sources for the specified group to use the shared tree,
never switching to the source tree. The default is 0 kbps.
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11.1.2 Mroute Table

On this page you can get the desired mroute information through different search options.

Choose the menu Multicast Routing—Global Config—Mroute Table to load the following page.

Search Cption

Search Option: All

Mroute Tahle

Group Source

Incoming
Interface

&

Uptime Expires RPF Meighbor FProtocol Flags Detail

Mo entry in the table.

Entry Count: ]

Figure 11-2 Mroute Table

The following entries are displayed on this screen:

>

Search Option
All:
Group:

Source:

Incoming Interface:

Mroute Table

Group:

Source:

Incoming Interface:

Uptime:

Expires:

RPF Neighbor:

Protocol:

Flags:

Detail:

Outgoing Interface:

Select All to display all entries.
Select Group and enter the group of desired entry.

Select Source and enter the source of desired entry.

Select Incoming Interface and enter the incoming interface of
desired entry.

The destination group IP address.

The IP address of the multicast packet source to be combined
with the Group IP to fully identify a single route whose Mroute
table entry.

The incoming interface on which multicast packets for this
source/group arrive.

The time in seconds since the entry was created.

The time in seconds before this entry will age out and be
removed from the table.

The IP address of the Reverse Path Forwarding neighbor.

The multicast routing protocol which created this entry. The
possibilities are PIM DM and PIM SM.

The value displayed in this field is valid if the multicast routing
protocol running is PIM SM. The possible values are RPT or
SPT. For other protocols an "------ " is displayed.

Displays the detailed information of the mroute entries.

Displays the outgoing interfaces on which multicast packets
for this source/group are forwarded.
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11.2 IGMP

> Brief Introduction of IGMP

IGMP stands for Internet Group Management Protocol. It is responsible for the management of IP
multicast members in IPv4, and is used to establish and maintain the multicast member
relationships between the IP host and its directly neighboring multicast routers.

So far, there are three IGMP versions:
e IGMPv1(defined in RFC 1112)
o IGMPv2(defined in RFC 2236)

e IGMPv3(defined in RFC 3376)
All IGMP versions support ASM model, and IGMPV3 can be directly applied in SSM model.
> IGMPv1 Work Mechanism

IGMPv1 is mainly based on the query-and-response mechanism to manage the multicast group
members.

When there are multiple multicast routers in the subnet, all of them can receive IGMP membership
report message. A specific router needs to be chosen from these routers through the querier
election mechanism, and it will works as the querier to send IGMP query message.

In IGMPv1, the DR (Designated Router) is elected according to the multicast routing protocol
(such as PIM) as the exclusive IGMP querier to forward the multicast information.

e QUEW

eeneeeee-3e REport

DR

Router A Router B

Ethernet

. ...><...>

Host A Host B Host C
(G2) (G1) (G1)

Figure 11-3 IGMP Query-and-Response

As shown in Figure 11-3, Suppose Host B and Host C expect to receive the multicast traffic
sending to multicast group G1, and Host A expects to receive the multicast traffic sending to
multicast group G2. The basic process of the host joining the multicast group and the IGMP
querier (Router B) maintaining the multicast group membership is as below:

(1) Instead of waiting for the IGMP query message from the IGMP querier, the host will actively

send IGMP membership report message to the multicast group it wants to join in.

(2) The IGMP querier will periodically send the IGMP query message to all the hosts and routers
in the local network with the multicast address 224.0.0.1.
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(3) After receiving the IGMP query message, the host that is interested in multicast group G1,
either Host B or Host C (depending on whose latency timer runs out first) — for example Host
B, will firstly multicast IGMP membership report message to G1 to declare it belongs to G1.
As all the hosts and routers can receive this membership report message and the IGMP
routers (Router A and Router B) already know there is a host interested in G1, Host C will not
send its report message for G1 after it receives the report message of Host B. This is called
the membership report preventing mechanism and it helps to reduce the traffic in the local

network.

(4) Atthe same time, as Host A is interested in G2, it will multicast report message to G2 to

declare it belongs to G2.

(5) Through the above query-and-response process, the IGMP router learns that there are group
members of G1 and G2 in the local network. It will generate the multicast forwarding entries (*,
G1) and (*, G2) via the multicast routing protocol, such as PIM, as the basis of the multicast

traffic forwarding. The symbol * represents any multicast source.

(6) When multicast packets sending to G1 or G2 from the multicast source arrive at the IGMP
router via multicast routing, the multicast forwarding entries (*, G1) and (¥, G2) in the IGMP
router will guide the multicast packets to the local network and the receiver hosts can receive

them.

IGMPv1 doesn’t specially define the leave group message. When a host running IGMPv1 leaves
one multicast group, it wouldn’t send the report message to this multicast group. If no member
exists in the multicast group, the IGMP router will not receive any report message to this multicast
group, thus it will delete this multicast group’s corresponding multicast forwarding entries after a
period of time.

> IGMPv2 Work Process
IGMPv2 adds the querier-election mechanism and leave-group mechanism based on IGMPv1.
1. Querier-Election Mechanism

The querier-election mechanism in IGMPV2 is illustrated as below:

(1) Every IGMP router will assume itself as the querier at its initialization, and send IGMP general
query message to all the hosts and routers with the multicast address 224.0.0.1 in the local

network.

(2) After the other IGMPV2 routers in the local network receive this IGMP general query message,
it will compare the message’s source IP address with its interface address. Through the
comparison, the router with the smallest IP address will be elected as the querier and the

other routers as the non-querier.

(3) All the non-queriers will start up a timer, known as the Other Querier Present Timer. This timer
will be reset if the non-querier receives the IGMP query message before the timer runs out;
otherwise the former querier will be assumed as invalid and a new querier-election will be

initiated.
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2.

Leave-Group Mechanism

When a host leaves a multicast group in IGMPv2:

(1)

(2)

>

The host will send leave group message to all the multicast routers in the local network with
the multicast address 224.0.0.2.

After receiving this leave group message, the querier will send group-specific query message
to the multicast group that the host announces to leave. (The querying multicast group
address is filled in the destination address field and the group address field of this

group-specific query message.)

When there are other members of this multicast group in the local network, these members
will send their membership report messages after receiving the group-specific query

message within the max response time set in the query message.

If the querier receives the other member’'s membership report message of this multicast
group within the max response time, the querier will continue to maintain the memberships of
this multicast group; otherwise the querier will assume that there is no member in this

multicast group and will no longer maintain its memberships.

IGMPv3 Work Process

Compatible of and Inherited from IGMPv1 and IGMPv2, IGMPv3 further enhances the control
capacity of the hosts and broaden the functions of the query and report messages.

1.

Enhancement of the Hosts

IGMPv3 adds the filtering mode (INCLUDE/EXCLUDE) for the multicast source basing on the
group-specific query. This mode allows the hosts to accept or reject multicast traffic from specified
multicast sources when joining a multicast group.

When a host joins a multicast group:

As

If it expects only the multicast data from specified multicast sources, such as S1, S2 ... Its
report message can be marked with INCLUDE Sources (S1, S2 ...);

If it doesn’t expect any multicast data from the specified multicast sources, such as S2, S2... Its
report message can be marked with EXLUDE Sources (S1,S2 ...);

shown in Figure 11-4, there are two multicast sources, Source 1(S1) and Source 2(S2),

sending multicast data to multicast group G. Host B is only expecting the multicast data sending
from Source 1 to G.
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Source 1
Source 2

@ Host A | Host B . Host C

Receiver

— Packets (S1,G)
—> Packets (S2,G)

Figure 11-4 IGMPv3 Multicast Source Filtering

If the IGMP protocol running between the hosts and the multicast routers is IGMPv1 or IGMPv2,
Host B will be unable to select its expecting sources when it joins the multicast group G. Thus
whether needed or not, the multicast data from Source 1 and Source 2 will be transferred to Host
B.

When IGMPvV3 is running between the hosts and the multicast routers, Host B will only expect the
multicast data sending from Source 1 to G, referred as (S1, G), or refuse to receive the multicast
data sending from Source 2 to G, referred as (S2, G). Thus only the multicast data from Source 1
will be transferred to Host B.

2. Function Enhancement of the Query and Report Message
(1) Query message carrying source address

IGMPV3 supports source-specific query as well as the general query in IGMPv1 and the
group-specific query in IGMPv2:

e The general query message carries neither group address nor source address;
e The group-specific query message carries the group address without the source address.

e The source-specific query message carries not only the group address, but also one or several

source addresses.

(2) The report message carrying several group records

The destination address of IGMPV3 report message is 224.0.0.22. The IGMPv3 report message

can carry one or several group records, which contains the list of multicast group addresses and

multicast source addresses in each of them. The types of group records are listed as below:

e IS_IN: indicating the mapping relationship between the multicast group and the multicast
source list is INCLUDE, which means the host will only receive the multicast data sending from
the specified multicast source list to this multicast group. If the specified multicast source list is

empty here, the host will leave this group.
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IS_EX: indicating the mapping relationship between the multicast group and the multicast
source list is EXCLUDE, which means the host will only receive the multicast data sending to

this multicast group with its source not in the specified source list.

TO_IN: indicating the mapping relationship between the multicast group and the multicast
source list changes from EXCLUDE to INCLUDE.

TO_EX: indicating the mapping relationship between the multicast group and the multicast
source list changes from INCLUDE to EXCLUDE.

ALLOW: indicating the host expects to receive multicast data from more multicast sources
besides the current ones. If the current mapping relationship is INCLUDE, these multicast
sources will be added to the multicast source list; if the current mapping relationship is
EXCLUDE, these multicast sources will be deleted from the multicast source list.

BLOCK: indicating the host doesn’t expect to receive multicast data from the specific multicast
sources any longer. If the current mapping relationship is INCLUDE, these multicast sources
will be deleted from the multicast source list; if the current mapping relationship is EXCLUDE,
these multicast sources will be added to the multicast source list.

11.2.1 Interface Config

Choose the menu Multicast Routing—IGMP—Interface Config to load the following page.

Search Option

Search Option: | Al v

Interface Configuration

Guerier Timeout

Select Inferface Status Vierrsiien FElEiEss Query Interval Cuery Max Startup Query  Startup Query  LastMember  Last Member Requ;;ﬂnuler Send Router

Response Time Interval Caount Query Interval  Query Count Alert
F v v v v

O WLAN 1 Disable V2 2 60 10 15 2 1 2 120 Disable Disahle

Figure 11-5 Interface Config

The following entries are displayed on this screen:

>

Search Option

Interface VLAN: Enter the VLAN ID the desired entry must carry.
Loopback: Enter the Loopback ID the desired entry must carry.
Routed Port: Enter the routed port the desired entry must carry.

Interface Configuration

Select: Select the interface for which parameters is to be configured.
Interface: The interface for which data is to be displayed or configured.
Status: The interface status. You can select Enable/Disable the IGMP

function for the interface.

Version: There are three versions for IGMP protocol.
e IGMPv1: the interface is now an IGMPv1 Router.
e IGMPv2: the interface is now an IGMPv2 Router.
e IGMPv3: the interface is now an IGMPv3 Router.
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11.2.2 Interface State

Robustness:

Query Interval:

Query Max
Response Time:
Startup Query
Interval:

Startup Query
Count:

Last 